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Introduction

In the recent years the use of planar antenna arrays in telecommunication systems has become
an important issue. Such arrays are used for telecommunication tasks in civilian services like
mobile telephone systems as well as in military applications like radar remote sensing. During
the last decade the use of antenna arrays has become essential in the aerospace industry. For
instance, the use of arrays is vital for different application systems in satellites. Furthermore,
in the aircraft industry particularly the need of conformalantenna arrays for communication
applications in fuselage has risen in order to diminish aerodynamic drag, to avoid the use of
mechanical steering system and hence to reduce the weight ofthe antenna system.

Furthermore, due to the recent tendancy of the development of new aircraft architecture and
new material applications, there is a need of performing fast and accurate electromagnetic com-
patibility (EMC) analyses in order to detect possible interactions between the antenna systems
and the irregularly shaped antenna bearers. Consequently,parallel to the latter development
the demand for robust but simple modelling techniques for such structure adaptable arrays has
increased. There exist methods for modelling and analysingplanar antenna arrays. Other pro-
cedures for handling curved arrays like approximating their behaviour with planar subarrays
have been developed. Additionally, methods that calculaterigorously conformal antenna arrays
exists. But all these existing methods have disadvantages like huge calculation times, high need
in memory capacity, inaccurate correction factors,and so on, that retard the analysis of large
conformal arrays in a fast and accurate way.

During the realization of a european project for satellite communication, the research de-
partment Innovation Works (IW) of the European Aeronautic Defence and Space Company
(EADS) in France has been confronted with the latter constraints. The necessity of an ade-
quate method for the analysis of large antenna array with thecapability of handling conformal
structured arrays due to fuselage integration has given origin to different research studies on
that subject. The thesis work presented in this manuscript is embedded in one of such studies
and its main goal is the contribution to the far field modelling of conformal arrays for EMC
applications in aerospace industry.

The present thesis work comprises the development of a hybrid method for array analysis
and synthesis. The basic concept of the conceived method is to analyse the radiating elements of
an array by performing a decomposition of the active radiating region in smaller discrete regions
that can be modelled by equivalent sources. These sources are described by electrical currents
that are acquired by means of numerical techniques applied to volume, for instance FDTD or
FIT, or by means of the cavity model. Furthermore, the methodcalculates the electromagnetic
far field of an antenna array by applying analytical radiation formulae on the obtained active
region of the entire array. The calculation of far field quantities like directivity and radiation
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pattern have been implemented. Moreover, the developed method allows to analyse planar and
conformal arrays as well as large arrays. In addition to that, the conceived method allows array
synthesis by means of an optimization approach based on a versatile genetic algorithm.

Therefore, the thesis work is divided in three parts that arepresented in six chapters. The
first part handles the development of the array simulation tool and is presented in three chapters.
The first chapter introduces the reader to antenna and array theory. There, different principles
and equations, starting from electromagnetic wave theory and ending at antenna array theory,
are presented. The second chapter comprises the existing numerical techniques for antenna
and array analysis with main emphasis on numerical techniques for conformal antennas. In
the third chapter the development of the hybrid method is presented and explained. There, the
reader is introduced to the equivalent sources approach andits application to the array elements.
Therefore, the applied formulae and the algorithms of the code functions are given. Moreover,
the generation of the required currents by means of methods applied to volume and with the
help of the cavity model is explained. This chapter includessome standard validation examples
as well as the algorithm structure.

The second part of the thesis work concerns the realization of the array synthesis approach.
This part is presented to the reader in two chapters, the fourth and fifth of this thesis work.
In the fourth chapter several existing synthesis techniques for planar and conformal arrays are
summarised. In this introduction to array synthesis main emphasis is placed on conformal arrays
and on large arrays. Furthermore, the genetic algortithm approach is presented to the reader in
detail. The respective implementation of the genetic algorithm by defining the probabilistic
constants and the error function is described in the fifth chapter. In addition to that, standard
validation examples are given to the reader.

The third part of this thesis work comprises the applicationof the developed analysis and
synthesis method. It is presented in the sixth chapter. There, certain application cases in re-
lation to future eletromagnetic compatibility studies in aircraft industry have been regarded.
Several planar and conformal arrays, whose elements are based on a microstrip antennas pro-
posed and used in aircraft industry, are modelled and simulated. The influence of the curvature
on the radiation characteristics is observed. Moreover, the coupling between the array elements
is regarded. Furthermore, optimization concerning sourcedecomposition, beam-steering and
beam-shaping have been performed. Focus has been given to the influence of the curvature on
the optimization method. The yielded results are compared with the ones obtained by means of
existing software.



Chapter 1

Theoretical foundations

The development of the method, algorithms and approximations in the present thesis work
are based on theory concepts. This used theoretical background comes from different fields
in physics and engineering. Specially from the domains electromagnetic theory and antenna
theory several theorems, definitions and approaches have been used. Therefore, it is essential to
review the theoretical foundations applied for a better understanding of the present thesis work.

1.1 Electromagnetic wave theory

The following fundamental concepts describe the electromagnetic phenomena from a "macro-
scopic" standpoint, which allows one to neglect the granular structure of matter and charge. The
stationarity of matter in respect to the observer is also assumed. [1], [2] and [3] can be cited as
main references.

1.1.1 The Maxwell Equations and the Equation of continuity

The Maxwell Equations are the basic principles of the electromagnetic wave theory. Electro-
magnetic wave functions obey these equations wherever theyand their derivaties are continuous
or discontinuous. The six quantities applied in the MaxwellEquations are the electric intensity
~E, the magnetic intensity~H, the electric flux density~D, the magnetic flux density~B, the electric
current density~J and the electric charge densityρ.

1.1.1.1 The classical Maxwell Equations

The classicalMaxwell Equations in derivative formhave the following form

∇×~E = −∂~B
∂t

(1.1)

∇× ~H =
∂~D
∂t

+ ~J (1.2)

∇ ·~B = 0 (1.3)

∇ ·~D = ρ (1.4)
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d s

d l
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S

Figure 1.1 : d~l and d~s on an open surface

The first equation in the latter set defines any temporal change of the magnetic flux as an
voltage induction in a path around the flux. The second expression of the set reveals that a
temporal charge displacement in a path, represented by the temporally changing dielectric flux
density plus an current density, induces a magnetic intensity arround it. The third expression
states that the magnetic flux has no source: the magnetic flux lines have no beginning nor an
end. The fourth and last equation expresses that the electric flux density has as a source: the
electric flux density lines start and end on a electric charge.

More general and better known are some of the latter equations if they are integrated: the
first equation becomesFaraday’s law, the secondAmpere’s law, and the last onesGauss laws
for the magnetic and the electric field. Consequently, the following equations are theMaxwell
Equations in integral form

I

~E ·d~l = − ∂
∂t

ZZ

~B·d~s (1.5)
I

~H ·d~l =
∂
∂t

ZZ

~D ·d~s+

ZZ

~J ·d~s (1.6)
ZZ

~B·d~s = 0 (1.7)
ZZ

~D ·d~s =
ZZZ

ρdv (1.8)

In the first two equationsd~l stands for the path encircling the vectord~s in an infinite open
surface as illustrated in 1.1. In the other two equationsd~spoints outward from a closed surface
anddv is an infinite volume element enveloped byds, as depicted in figure 1.2.

The latter equation set is valid also for quantities that arenot necessarily "well-behaved".
Therefore, the integral alternatives of theMaxwell Equationsare more general then the differ-
ential ones.

1.1.1.2 Equation of continuity

The Maxwell Equations contain the information of conservation of charge, which is usually
given by the following expression calledEquation of continuity
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d s

d v

S

Figure 1.2 : d~s on a closed surface

∇ · ~J = −∂ρ
∂t

(1.9)

The latter equation states that charge can not be created, neither it can be destroyed. Conse-
quently, charge can only be transported. The integral form of theEquation of continuityhas the
following form

ZZ

~J ·d~s= − ∂
∂t

ZZZ

ρdv (1.10)

1.1.1.3 Time harmonic quantities

The quantities~E, ~H, ~D, ~B and ~J were specified as complex variables in this section. This
handling assumes that their time variation is of harmonic kind. Furthermore, the harmonic time
dependency can be expressed with the help of the complex exponential function. Thus each
quantity has the following form

~E(ω) =~Eejωt (1.11)

In the latter expression~E represents the magnitude of the complex function. The productωt
forms the complex phase. Moreover,ω stands for the angular frequency andt for the time.

1.1.1.4 The generalized current concept

Due to the fact that in the present thesis work the Maxwell Equations will be applied on sources,
it is necessary to generalize the current concept. Therefore, besides taking the electric displace-
ment current~Jd = ∂~D

∂t and the conduction current~Jc into account for the total electric current,
this new concept will consider the impressed current~Ji. The same goes for the "magnetic cur-
rents": besides the "magnetic displacement current"~Md = ∂~B

∂t , the impressed magnetic current
~Mi is considered as contribution to the total magnetic current. In addition to that, it have to be
said, that this impressed currents represent energy sources, which are seen as the cause of the
field. The following expressions show the new current concept
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~Jtotal =
∂~D
∂t

+~Jc +~Ji (1.12)

~Mtotal =
∂~B
∂t

+ ~Mi (1.13)

The latter currents can be found in any electric or magnetic circuit. For example in an
electric circuit an impressed current~Ji of the source produces a conduction current~Jc through
a resistor and a displacement current~Jd through a capacitor. Similar happens in a magnetic
circuit: an impressed magnetic current~Mi of the circuit source generates an electric current that
causes a magnetic displacement current~Md e.g. in a wired magnetic core.

1.1.1.5 The generalized harmonic Maxwell Equations

The latter new current concept enhances the generality of the Maxwell Equations. Furthermore,
the definition of the tim-varying electromagnetic fields as time-harmonic ones symplifies the
time derivatives in the Maxwell Equations. Consequently, the Maxwell Equations can be written
in the following generalized way

∇×~E = − jω~B+ ~Mi (1.14)

∇× ~H = jω~D+~Jc +~Ji (1.15)

∇ ·~B = ρm (1.16)

∇ ·~D = ρe (1.17)

In the latter equation set,ρm and ρe stand for the magnetic and electric charge density,
respectively. Moreover, assuming that these volumic charges are time harmonic variant quan-
titues, the Equation of Continuity takes the following form

∇ · ~J = − jωρe (1.18)

In the present thesis work all field quantities are of complexkind and their harmonic time
dependency is understood. Consequently, the factorejωt is omitted at all field equations and
field functions.

1.1.2 Constitutive relationships

TheConstitutive relationshipstogether with the Maxwell Equations complete the information
about the behaviour of electromagnetic waves in free space and in any homogeneous material.
These relations specify the characteristic of the medium inwhich the electromagnetic wave
functions exist. TheConstitutive relationshipsare the following

~D = ε(ω)~E (1.19)
~B = µ(ω)~H (1.20)
~J = σe(ω)~E (1.21)
~M = σm(ω)~H (1.22)
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In this set of equationsε is the permittivity,µ the permeability,σe andσm the electric and
magnetic conductivity of the medium. All these parameters are of complex kind and depend
on the characteristic of the medium. The variableω stands for the angular frequency. The
relationship between the angular frequency and the frequency is given by the expressionω =
2π f .

1.1.3 The wave equation for time-harmonic electromagneticfields

The generalized Maxwell equations are first-order coupled partial differential equations, which
describes the behaviour of time-harmonic electromagneticfields. For each of these fields these
equations can be uncoupled by certain transformations yielding a second order partial differ-
ential equation. The latter resulting equation is known as the wave equation. Consequently,
the electromagnetic fields are solutions to the Maxwell equations and to their respective wave
equations. Therefore, it is essential to define the different wave equations that describe time
varying electromagnetism. Departure for this aiming are the Maxwell Equations set itself.

Furthermore, the solution for the resulting wave equationscan be calculated by two differ-
ent paths. The first path is to integrate directly the electric source current density~J to obtain
the electric field intensity~E or alternatively the magnetic source current density~M to get the
magnetic field intensity~H. Although this procedure needs only one step to get the radiated field,
the realization is rather complicated due to the difficulty in treating integrands. The other alter-
native, which is a two step procedure, is more like to be used due to the simpler handling of the
integrands. In this second path the respective magnetic vector potential for an electric current
source is calculated by integration as first. Sequentially,we obtain the electric field density via a
differentiation of the vector potential. Alternatively, the vector potential for a magnetic current
source can be obtained, and from it the respective magnetic field density can be calculated.

In the present thesis work the second version to obtain the electromagnetic fields has been
used. Therefore, it is necessary to obtain the magnetic vector potential by solving the inhomo-
geneous wave equation stated before. The electric and magnetic intensities are calculated later
on with it.

1.1.3.1 The homogeneous vectorial wave equation

The mathematically easiest way to obtain a wave equation from the Maxwell equations is by
simplifying them with the following asumptions. The regionwhere the wave should propragate
is considered to be source free, linear and homogeneous. A source free region means that~J and
~M are zero. In this regionσ, ε andµ are independent of|~E|, |~H| and of the geometrical position.
In addition to that, theConstitutive relationships, equations (1.19) to (1.22), are applied to the
Maxwell Equations. Thus the first and the second expression of the simplified equation set have
now the following form

∇×~E = − jωµ~H (1.23)

∇× ~H = jωε~E (1.24)

∇ · ~H = 0 (1.25)

∇ ·~E = 0 (1.26)
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Using the curl operator on the first equation of the latter set, the following expression is
obtained

∇×∇×~E = − jωµ∇× ~H (1.27)

In the right side of this equation the curl of~H can be replaced by the second equation of
the latter simplified equation set (1.24). Transfering the right side of this equation to the other
afterwards, the following expression is gained

∇×∇×~E−ωµε~E = 0 (1.28)

Finally, applying the mathematical simplification for the double curl expression and using
the fourth expression in the simplified Maxwell equations (1.26), the homogeneous complex
vector wave equation is acquired

∇2~E +k2~E = 0 with k2 = ωµε (1.29)

k is the frequency dependant wave number. Furthermore, if thesame procedure is done
starting with the second simplified equation (1.24), afterwards replacing the right side of the
resulting equation with first simplied expression (1.23) and simplifying with fourth expression
(1.26), another homogeneous wave function is derived with~H as equation variable.

∇2~H +k2~H = 0 with k2 = ωµε (1.30)

1.1.3.2 The vector potential and the inhomogeneous wave equation

For the derivation of the inhomogeneous wave equation, the infinite region observed is con-
sidered to be field free and homogeneous and to have only a radiating source. This means
that there exist no conduction current and no impressed magnetic currents. Consequently, the
generalized Maxwell Equations have the following form, wherein ~J stands for the source or
impressed current

∇×~E = − jω~B (1.31)

∇× ~H = jω~D+ ~J (1.32)

∇ ·~B = 0 (1.33)

∇ ·~D = ρ (1.34)

The vector potential is deduced mathematically from these Maxwell Equations. Due to the
homogeneous media, the divergence of the magnetic flux in thethird expression becomes zero.
Hence the magnetic flux~B can be represented by the curl of another vector function, which
satisfies the non-divergence of~B.

∇ ·~B = ∇ ·∇×~A = 0 (1.35)

This vector function is the magnetic vector potential~A. Hence the magnetic flux~B can be
defined by the following equation

~B = ∇×~A (1.36)
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Using~A the magnetic~H can be new defined like in the following expression

~H =
1
µ

∇×~A (1.37)

If the new definition of the magnetic flux~B is introduced in the expression (1.31) of the
latter Maxwell Equations a new relationship is obtained

∇×~E = − jωµ∇×~A ⇒ ∇× (~E+ jωµ~A) = 0

With the mathematical knowledge that any curl-free vector is the gradient of an scalar po-
tentialΦe, the latter relationship between the magnetic vector potential ~A and the electric field
intensity~E can be expressed by the following

~E + jωµ~A = −∇Φe ⇒ ~E = − jωµ~A−∇Φe (1.38)

Φe is an arbitrary electric scalar potential. Its definition isderived by means of the next
steps. In the second expression of the Maxwell Equations set(1.32) the electric intensity~E has
to be replaced with the later expression. In addition to that, the magnetic intensity~H has to be
described with the magnetic vector potential~A. The respective mathematical transformations
are shown via the next set of equations

∇× ~H = ~J+ jωε~E

∇(
1
µ

∇×~A) = ~J+ jωε(−∇Φe− jω~A)

∇(∇ ·~A)−∇2~A = −µ~J+ jωµε(∇Φe+ jω~A)

∇2~A+k2~A = −µ~J+∇(∇ ·~A+ jωµεΦe)

The defintion of the sought inhomogeneous wave equation is only possible if the scalar
potentialΦe is defined in the following way

∇ ·~A+ jωµεΦe = 0 ⇒ Φe = − 1
jωµε

∇ ·~A (1.39)

This condition that has to be fulfilled in order to obtain the inhomogeneous wave equation
is called theLorentz condition. The following expression shows the acquired inhomogeneious
vectorial wave equation, wherein the factork is the wave number as previously found in the
homogeneous wave equation

∇2~A+k2~A = −µ~J (1.40)

The latter equation is also called theHelmholtz Equationor complex wave equation. The
functions that solve this equation are known aswave potentials. Furthermore, the electric field
can be calculated knowing the magnetic vector potential with

~E = − jω~A+
1

jωµε
∇(∇ ·~A) (1.41)
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1.1.3.3 Solution of the inhomogeneous vector potential wave equation

TheHelmholtz Equationis an inhomogeneous partial differential equation of second order that
can be separated in its components like in the following

∇2Ax +k2Ax = −µJx

∇2Ay +k2Ay = −µJy

∇2Az+k2Az = −µJz (1.42)

The set of differential equations can be solved separately.Depending on the boundary con-
ditions in the respective medium the solutions for each component can differ. In the following
case, it is assumed that the boundary conditions are the samefor all components. Hence one of
the inhomogeneous equation will be treated and solved.

Without loss of generality the third equation from the latter set will be solved in the follow-
ing. Therefore, it is assumed that a z-directed dipole moment I~l , which is formed by a currentI
extending over an along the z-axis oriented length~l , is situated at the coordinates origin

∇2Az+k2Az = −µJz (1.43)

In order to find a solution to the inhomogeneous equation, thesolution of the homogeneous
case has to be calculated first. Consequently, the followingequation is analysed

∇2Az+k2Az = 0 (1.44)

Using spherical coordinates the∇ operator in the latter equation can be reshaped into

∇2Az+k2Az =
1
r2

∂
∂r

[
r2∂Az(r)

∂r

]
+k2Az = 0 (1.45)

By realizing the derivations the following, the following differential equation is obtained

∂2Az(r)
∂r2 +

2
r

∂Az(r)
∂r

+k2Az = 0 (1.46)

Mathematically, there exist two ansatz for that kind of differential equation based on expo-
nential functions, these are

Az1 = c1
e− jkr

r

Az2 = c2
e+ jkr

r
(1.47)

Therein,k is the wave number,c1 andc2 are constants that can be found using the boundary
conditions. The first ansatz represents an outward travelling wave, the second one an inward
travelling wave. Due to the fact that waves should propagatefinitely in the far field region
(r → ∞), the first ansatz is chosen
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Az = Az1 = c1
e− jkr

r
(1.48)

In order to obtain the value of the constantc1, the static case of the vector potential is
regarded. In this casek = 0 and therefore equation (1.43) becomes

∇2Az = −µJz (1.49)

The latter equation is equivalent to the Poisson’s equationthat can be solved by the following
function

Az =
µ

4π

ZZZ

V

Jz

r
dv′ (1.50)

Thus the value of the constant isc1 = µJz
4π and the solution for equation (1.43) is after (1.48)

the multiplication of the latter solution by the exponential componente
− jkr

r . Taking into ac-
count that the dipole’s moment is described by the currentI instead of the densityJz following
transformations are done and at the end a line integral equation is obtained

Az =
µ
4π

ZZZ

V
Jz

e− jkr

r
dv′

=
µ
4π

ZZ

S
Js

z
e− jkr

r
ds′

=
µ
4π

Z

C
I
e− jkr

r
dl′ (1.51)

In the latter transformationSstands for a surface wrapping the volumeV andJs is the current
density flowing at each surface segmentds′. Furthermore,C is a path enclosing the surfaceS
andI is the current in each infinite length elementdl′ over the pathC. If the line integral in the
latter formula is calculated and the dipole moment used, following result for the vector wave
equation of a z-oriented dipole of lengthl excited by the currentI is acquired

Az =
µIl
4π

e− jkr

r
(1.52)

The vectorial solution to the inhomogeneous differential equation in (1.40) is given by the
following general equation

~A =
µ
4π

ZZZ

V
~J

e− jkr

r
dv′ (1.53)

This expression for the magnetic vector potential depending on the boundary and medium
conditions has to be adapted.

1.1.3.4 General solution for a radiating source in free-space

The solution for the case of a in the cordinate origin situated source with a z-directed dipole
moment in the latter paragraphs can be expanded to a general solution where the currents po-
sition described by~r ′ is somewhere in the coordinate system. Therefore, the radiated electric
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field is obtained with the help of the general magnetic vectorpotential by the following formula

~E(~r) = − jω~A(~r)+
1

jωµε
∇(∇ ·~A(~r)) with ~A(~r) =

µ
4π

ZZZ

V
~J(~r ′)

e− jk|~r−~r ′|

|~r −~r ′| dv′ (1.54)

~r is the vector towards the observation point. This equation describes the fields in free-space
caused by the source electric current~J.

1.1.4 Green’s functions

Green’s theorems(see Appendix A) have been used in order to solve field problems in mechan-
ics and electromagnetics. Thereby the reciprocal problem of the concerned problem is solved
and then reciprocity is applied. For example, a very common case is to find out the electric
field ~E in a point~r ′ in a certain region. Instead of finding the solution directly, a source point
is positioned in~r ′ and its radiated field is called aGreen’s functionG. Substituating the field
functions inGreen’s theorem for vector functions(see appendix A, (B.6)) like in the following
~A = ~E and~B = G, we obtain a formula in order to obtain~E in ~r ′. The last steps denote that
the reciprocal problem to the original one was found. Consequently, by solving it and using
reciprocity, the solution to the original task will be found[3].

In electromagnetics, the solution to such and other problems is to solve second-order uncou-
pled partial differential equations that are derived form Maxwell’s equations with appropriate
boundary conditions. It would be desirable to obtain closed-form solutions, at least for some
problems and associated regions, in order to know the behaviour of the whole systems specially
at regions where rapid changes take place. The Green’s function method allows to find out such
solutions.

It can be said that the Green’s function is the impulse response or the transfer function of a
electromagnetic system. For a given problem it can take various forms: finite explicit functions,
infinite series of suitably chosen orthogonal functions, integral forms. [2] and [3] are the main
references for the following summary in the present thesis work.

1.1.4.1 General method

With the Green’s function method a solution to the partial differential equation is obtained using
an impulse function, mainly a Dirac delta, as the driving function. The solution to this driving
function is given as the superposition of the impulse response solutions, the Green’s function,
with the Dirac delta source that in the limit simplifies itself to an integral.

The procedure for the generation of a Green’s function for a three-dimensional scalar
Helmholtz partial different equation like

∇2Φ(~r)+k2Φ(~r) = f (~r) (1.55)

conditioned by a homogeneous boundary expressed by the following generalized function

c1Φ(~rs)+c2
∂Φ(~rs)

∂~n
= 0 (1.56)
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uses theGreen’s theorems(see appendix A) in order to obtain the desired Green’s function.
In the equation (1.56) that describes the boundary,~rs is the vector towards a point on the surface
Sand~n stands for a normal vector in outward direction. Moreover, the wanted Green’s function
G has to satisfy the following partial differential equation

∇2G(~r,~r ′)+k2G(~r,~r ′) = δ(~r −~r ′) (1.57)

Furthermore, it has to fulfill the generalized homogeneous boundary condition in the fol-
lowing way

c1G(~rs,~r
′)+c2

∂G(~rs,~r ′)
∂~n

= 0 (1.58)

In order to combine the available and obtained functions, they have to be transformed. First
step is to multiply equation (1.55) by the Green’s functionG(~r,~r ′) and then equation (1.57) by
Φ(~r). The following statements are obtained

G∇2Φ+k2ΦG = f G (1.59)

Φ∇2G+k2ΦG = Φδ(~r −~r ′) (1.60)

Substracting the latter equations from each other and integrating over a certain volumeV
the following new equation is created

ZZZ

V
Φδ(~r −~r ′)dv−

ZZZ

V
f Gdv=

ZZZ

V
(Φ∇2G−G∇2Φ)dv (1.61)

Calculating the integration scalar functionΦ with the Dirac impulse the following statement
is obtained

Φ(~r ′) =

ZZZ

V
f (~r)G(~r,~r ′)dv+

ZZZ

V
(Φ(~r)∇2G(~r,~r ′)−G(~r,~r ′)∇2Φ(~r))dv (1.62)

Applying the second identity (B.3) on the last expression, this function can be modified as
it follows

Φ(~r ′) =
ZZZ

V
f (~r)G(~r,~r ′)dv+

I

S
(Φ(~r)∇G(~r,~r ′)−G(~r,~r ′)∇Φ(~r))ds (1.63)

The last step to obtain the generalized formula for the development of a Green’s function for
a three-dimensional scalar Helmholtz equation is to interchange the the arbitrary point~r ′ with
the dummy variable~r

Φ(~r) =

ZZZ

V
f (~r ′)G(~r,~r ′)dv′+

I

S
(Φ(~r ′)∇

′
G(~r,~r ′)−G(~r,~r ′)∇

′
Φ(~r ′))ds′ (1.64)

This formula can be simpified depending of the boundary conditions ofΦ andG, as well as
thir derivatives in the surfaceS
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1.1.4.2 The dyadic Green’s function

According to Balanis [2], vectors and dyadics describe linear transformations with a given or-
thogonal coordinate system symplifying the manipulationsof mathematical relations similar to
the use of tensors. Dyads satisfy a number of mathematical identities like cross and dot products,
differentiations, and integrations. Therefore, the use ofdyadics for electromagnetic problems,
wherein linear transformations take place between sourcesand fields, is of great benefit.

Due to the vectorial character of the linear transformations in Electromagnetics Dyads are
used to represent the Green’s function adequately. The solution for an electromagnetic problem
is given frequently in the following form

~h(~r) =
ZZZ

V
~f (~r)

O ¯̄G(~r,~r ′)dv′ (1.65)

~h is the solution function,~f is the source function. Hence the dyadic Green’s function¯̄G
embraces all scalar Green’s functions that transform the source field components. Consequently,
the Dyadic Green’s function has the following form

¯̄G =




Gxx Gxy Gxz

Gyx Gyy Gyz

Gzx Gzy Gzz


 (1.66)

The elementsGi j of the dyad represent the scalar Green’s functions. Furthermore, the fact
that its elements show symmetry propertiesGi j = G ji reflects the reciprocity theorem [3]. This
is valid for the Dyadic Green’s function in free-space or subjected to boundary conditions. In
addition to that, the Green’s theorems presented in appendix A are valid for the dyadic Green’s
function.

Moreover, the vector potential solution for the calculation of the free-space electric field in
(1.54) can be taken as an example for the use of the dyadic Green’s function. This equation can
be expressed by means of the dyadic Green’s function, this is

~A(~r) =
µ

4π

ZZZ

V
~J(~r ′)

O ¯̄G(~r,~r ′)dv′ (1.67)

The dyadic Green’s functions are often sought, transformedor approximated in order to
solve electromagnetic problems. Several publications like [43], [41] testify this.

1.1.5 The Equivalence Principle

The Equivalence Principle states that two sources producing the same field within a region of
space are said to beequivalentwithin that region. That means that it is not necessary to know
the actual sources to calculate a desired field in a given region, equivalent sources will serve as
well [3]. This principle is the simplification of the Huygen’s Principle for waves, which states
that each point on an advancing wavefront can be considered as a new source for a new wave.
And that the new wavefront can be regarded as the sum of all thenew generated waves.

The Equivalence principle is also based on the uniqueness theorem. This theorem states that
"a field in a lossy region is uniquely specified by the sources within the region plus the tangential
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Figure 1.3 : A general formulation of the Equivalence Principle

components of~E over the boundary, or the tangential components of~H over the boundary, or
the former over part of the boundary and the latter over the rest of the boundary". This means
that a field in a lossless medium is considered to be the limit of the corresponding field in a
lossy medium as the losses disappear. Furthermore, if the tangential field components of~E and
~H over a boundary are completely known, then the fields over allthe regions can be determined.

In order to illustrate this principle, the reader has to imagine himself a electric and a mag-
netic source (for example a transmitter with it’s antenna) enclosed by an imaginary surfaceS
that generates a field in free space (described by~E and~H) as depicted in figure 1.3. The applied
Equivalence Principlewould mean that the field outside the imaginary surface wouldremain the
same and would be generated by equivalent source currents~J and~M on the surface. Therefore,
the field in the enclosed space would disappear becoming zero.

The equivalent sources are described by their surface currents, which can be of electric or
magnetic kind, or even both. This current can be calculated by the following equations

~Jsur f =~n× ~H ~Msur f = −~n×~E (1.68)

~n is the normal vector of the closed surface. Other conditions, which illustrates the Equiv-
alence Principle more generally, are if it is assumed that inside the closed surface there exist
fields ~Ea, ~Ha as well as outside the fields~Eb, ~Hb. In this case at the surface, which represents
the boundary, there must exist electrical and magnetic sources with the following currents.

~Jsur f =~n× (~Ha− ~Hb) ~Msur f = −~n× (~Ea−~Eb) (1.69)

Harrington presents the Equivalence Principle for waves indetail in [3]. [2], [1] and [19]
are additional references, which present this principle inan applied way to electromagnetic
problems.
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Figure 1.4 : Infinitesimal dipole position for far field analysis

1.2 Infinitesimal or Hertzian dipole

An infinitesimal dipole is a linear wire whose length and diameter are infinitesimal small com-
pared to the wavelength in an electromagnetic system. Therefore, the dipole current is assumed
to be constant all over the length of this elementary dipole.

1.2.1 Radiated Fields

The radiated field of an infinitesimal dipole can be calculated by handling it as a radiating
source. Consequently, the field is approached by the dipole’s magnetic vector potential and
hence equation (1.54) from the last section is used. As aforementioned, this vector potential
approach is mainly used due to a more simple solution proceeding from a mathematical point
of view.

Hence the first step is to find the magnetic vector potential with the knowledge of the source
current along the dipole. Therefore, the magnetic vector potential~A that has been presented in
the last section in equation (1.53) is applied. The threefold integral in the latter equation can
be simplified like in the following: it can be transformed in asurface integral since the current
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density is in general two dimensional. Furthermore, the twofold integral is converted to a simple
integral by taking the current magnitudeI plus its orientation instead of the current density~Js.
The latter can be achieved by assuming that the current does not change along the infinitesimal
length. Hence the vector potential equation evolves like inthe following

~A =
µ
4π

ZZZ

V
~J

e− jkr

r
dv′

=
µ
4π

ZZ

S
~Js

e− jkr

r
ds′

=
µI
4π

e− jkr

r

Z

C
d~r ′ (1.70)

The following equation shows the resulting simplified solution for an infinitesimal dipole
placed in the origin of the coordinates

~A(x,y,z) =
µI~l
4π

e− jkr

r
(1.71)

In the more general case, wherein the elementary dipole liessomewhere in space, the
dipole’s magnetic vector potential is given by the next expression

~A(x,y,z) =
µI
4π

Z

C

e− jkR

R
d~r ′ with R= |~r −~r ′| = r − r ′ (1.72)

The vector~r stands for the position vector of the observing point,r is the respective vector
magnitude that is equivalent to the distance between originand observing point. The position
vector of the dipole is given by~r ′ and its magnituder ′ describes the distance between the origin
and the position of the dipole. HenceR is the difference between both distances. Figure 1.4
illustrates the geometrical description of the infinitesimal dipole for the radiation analysis.

Due to the fact that elementary dipoles radiate spherical waves, the general solution for
the electric field is in spherical coordinates. Therefore,~A(x,y,z) is transformed to~A(r,θ,φ) by
means of a respective transformation matrix (see appendix A). Consequently, the function for
electric field of an elementary dipole has the following form

~E(r,θ,φ) = − jω~A(r,θ,φ)+
1

jωµε
∇rθφ(∇rθφ ·~A(r,θ,φ)) (1.73)

∇rθφ represents the divergence operator for field functions in spherical coordinates.

1.2.2 Far field approximation

The Maxwell Equations and the resulting function for the vector potential are valid inside a
certain region that can be of infinite extension. The far fieldradiation is of primary interest for
an antenna. This region of interest is where the distance between the source and the observing
point are very big. Consequently, the following condition is valid: r ≫ λ. This region, well-
known as far field region, cause that certain values in the developed electromagnetic functions
can be neglected or approximated by "simple-to-calculate"subtitutes [1].
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It have be considered that complex harmonic functions can beregarded as "fussion" of a
complex amplitude term and a complex phase term. Therefore,a segregation in applying the far
field simplification is done: a far field approximation for theamplitude term and another for the
phase term. In the next explanationsr is the magnitude of the position vector of the observation
point~r andr’ the magnitude of the position vector of the radiating source~r ′. For the amplitude
term the approximation that the distanceR is a constant value is valid. This follows from the
fact that the distance between the origin and the sourcer’ is very small in comparison to the
radius from the origin until the observerr. Thus the following expression is valid

r ≫ r ′ → R= r − r ′ ≈ r for the amplitude term (1.74)

The latter approximation can not be applied to the phase term, due to the fact that the phase
term on the exponential function has a stronger influence on the values of the complex function
than the amplitude term. The far field consideration for the phase term is done by approximating
the spatial distance differenceR as accurate as possible. Assuming that the observing point lies
in the far field both the vectors~r and~r ′ will be aligned parallel to each other. Hence the distance
differenceR can be calculated by the following approximation

r ≫ r ′ → R= r − r ′ cosψ for the phase term (1.75)

In the latter equation the angleψ is the spatial angle enclosed by the vectors~r and~r ′

In order to simplify the evaluation of the vector potential equation, the far field approxima-
tion is applied on the equation for an elementary dipole lying in space. Moreover, the excitation
current is assumed as constant at the dipoleI(x′,y′,z′) = I0. The resulting expression for the
vector potential is given by the following expression

~A(x,y,z) =
µI0~l
4πR

e− jkR ≃ µI0~l
4πr

e− jk(r−r ′ cosψ) (1.76)

~l stands for the oriented length of elementary dipole pointing at a certain direction in space.
In the following, the vector potential~A(x,y,z) has to be transformed in its spherical coordinate
form~A(r,θ,φ)

Furthermore, expression (1.73) is valid in order to obtain the electric field equation. Never-
theless, this function simplifies since the magnetic vectorpotential, in cartesian and in spherical
coordinates as well, is a field function dependant of the terme− jkr

r . Applying the two divergence
operators to the latter, terms of higher-order of1

rn ,n = 2,3, . . . are obtained. For the far field
case these terms are neglected since1

rn for r → ∞. Consequently, the electric far field of an
elementary dipole can be calculated taking into account only the term of (1.73). This is

~E(r,θ,φ)≃− jω~A(r,θ,φ) (1.77)

Besides that, it has to be said that the latter expression is valid for theθ andφ components
since the radial component of the electric field disappears for r → ∞. This is due to its1

rn

dependancy.
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1.3 Finite length dipole

The techniques developed for the infinitesimal dipole can beused to model and to analyse the
radiation characteristics of a linear dipole of any length.The elementary dipole, whose diameter
and length are assumed to be very small compared to its wavelength, can be used as an element
of the entire finite dipole. Consequently, the finite length dipole is modelled as a composition of
several infinitesimal dipoles. Each elementary dipole is assigned with a current value according
to a certain distribution for the entire finite length dipole. Detailed description of this procedure
can be found at [1] and [15].

1.3.1 Current distribution

For the finite length dipole with a negligible diameter the current distribution can be approxi-
mated by mathematical equations based on harmonic functions. For instance, according to [1]
for a dipole of lengthl positioned symmetrically on the z-axis, this means the geometrical centre
of the dipole is at the origin of the coordinates, the currentdistribution can have the following
form

I =

{
I0sin[k( l

2 −z)] 0≤ z≤ l
2

I0sin[k( l
2 +z)] − l

2 ≤ z≤ 0
(1.78)

Therein,I0 stands for the current amplitude,k for the wave number, respectively. The func-
tion defined in the latter expression determines the currentvalues of each elementary dipole
used as a dipole element. This distribution assumes that thefinite length dipole is fed at its cen-
tre. The desired current is supposed to be sinusoidal along the dipole length. The distribution
function aims the current at the finite length dipole’s ends to be zero.

1.3.2 Radiated field

Assuming the finite length dipole to be a composition of dipole elements excited with current
values according to a current distribution, the radiated field of this dipole can be handled as an
infinite summation of the field contributions of all its elements. Therefore, the total resulting
field is an integration of the field contributionsd~Eelementof all elements along the finite length
of the dipole. This is

~Ef inite =
Z

d~Eelement (1.79)

Furthermore, if we regard the aforementioned example of a finite dipole on the z-axis, the
resulting far field function using the afore given current distribution and applying the latter
expression is

Er = 0

Eθ = jZ0
I0e− jkr

2πr
· cos(kl

2 cosθ)−cos(kl
2 )

sinθ
Eφ = 0 (1.80)

In order to obtain the latter expression, wherein,Z0 is the intrinsic or wave impedance,
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Figure 1.5 : Horizontal elementary dipole positioned over a perfect conducting plane for far
field analysis

the far field approximations for magnitude and phase terms (see (1.74) and (1.75)) and some
mathematical transformation have been applied. A detailedderivation for the latter is given in
[1].

1.4 Horizontal dipole

Due to the frequency dependancy of the permittivity and the permeability as well as the con-
ductivity a medium can change his characteristic in a certain frequency band. For example, a
lossy medium becomes a very good conductor above certain frequencies. Therefore, it is neces-
sary to analyse the behaviour of an antenna in presence of different materials. In the following
paragraphs the interaction between a perfect electrical conductor (PEC) plate and a horizontally
positioned dipole will be presented. This interaction has been analysed by different authors and
is presented in [1], [2] and [3].

The relevance of this case for the present thesis work is the modelling of microstrip antennas.
The radiating element of a microstrip antenna is positionedwith a certain height over a grounded
layer, namely the ground plane. The behaviour of the dipole in presence of a PEC plate will
contribute to the modelling of the patch in a such configuration. Moreover, for this analysis the
following configuration is regarded: a dipole placed horizontally over a infinite PEC surface as
depicted in figure 1.5.

The field radiated by the dipole over the conducting plane will be reflected entirely by it.
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This is, due to the fact that inside the conductor there can not exist a field. Consequently, on
the other side of the perfect conducting plate exists no field. The PEC plate acts as a boundary
dividing two regions. Hence the total field~Etotal received at an observation point in the far field
zone is the sum of the contributions of the direct radiated field ~Edirect and of the reflected one
~Ere f lect. Furthermore, these far fields can be calculated by means of equation (1.77) using the
vector potential expression in (1.76). The following expression describes the latter approach

~Etotal = ~Edirect +~Ere f lect =
jωµI~l
4π

e− jkr1

r1
− jωµI~l

4π
e− jkr2

r2
(1.81)

In order to define the field contribution of the reflected waves, the image theory is applied.
For it, the field contribution due to the reflection of the fieldcoming from the dipole on the PEC
surface can be represented by the field generated by a virtualequivalent source. This virtual
dipole lies on the other region of the boundary. According tothe image theory this ficticious
dipole is oriented in opposite direction to real dipole, this is expressed by the minus sign in the
latter equation. Moreover, for the calculation of the totalfield, according figure 1.5, the distance
r1 between the real source and the observation point is required. Furthermore, for computing
the far field contribution of the virtual source, the distance r2, which is the magnitude of the
vector from its position towards the observation point, is needed. According to picture 1.5r1

andr2 can be described by

r1 = [r2+h2−2rhcosξ]
1
2 (1.82)

r2 = [r2+h2−2rhcos(π−ξ)]
1
2 (1.83)

With the help of far field approximations for the amplitude and the phase terms the distances
r1 and r2 can be simplified and hence the total field calculation too. The applied far field
aproximation for the amplitude term is

r1 = r2 ≈ r for the amplitude term (1.84)

The far field approximation for the phase term transforms expressions in equation set (1.83)
into following equations

r1 = r −hcosξ
r2 = r +hcosξ for the phase term (1.85)

Therein,ξ is the angle formed by the distancer and the normal vector of the infinite PEC
surface. Applying these attained approximations for the distancesr1 andr2 in (1.81) and doing
some mathematical transformations on them gives the following equation for the total electric
far field

~Etotal =

{
~Edirect,origin ·2 j sin(khcosξ) for − π

2 < ξ < π
2

0 else
(1.86)

The resulting total field can be interpreted as a modulation of the field of a single dipole.
Due to the fact that the image and the real source build an array of two elements, this sinusoidal
function is called "array factor". In addition to formula (1.86) the values of the field under the
ground plane have to be nulled since inside the perfect conductor there can not exist a field.
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1.5 Far field quantities

The far field analysis of an antenna requires certain quantities that describe and characterize its
radiation behaviour. The most used quantities are the radiation pattern and the directivity. Both
analysis parameters are presented in the following paragraphs. For it, [1], [15] and [14] are used
as references.

1.5.1 Radiation pattern

The radiation pattern shows the radiation performance of anantenna in dependency to the spa-
cial angles in a certain coordinates system. This quantity describes the spatial distribution of the
radiated energy as a function of the position of an observingpoint along a surface of constant
radius. The radiation pattern can be calculated by means of the following formula

C(θ,φ) =
|~E(θ,φ)|

|~Emax(θ,φ)|

∣∣∣∣∣ r=const
r→∞

(1.87)

1.5.1.1 Major lobe and minor lobes

Themajor lobe, also known as "main beam", is the desired lobe of the radiation pattern. This
lobe contains the direction of the maximum radiation. Any other lobe besides the latter one is
calledminor lobe. Under the minor lobes there existside lobesandback lobes. The side lobe
is defined as a lobe in any direction than the intended major lobe. Commonly, the minor lobe
adjacent to the main beam that points inside the hemisphere in direction of this major lobe is
assumed as a side lobe. The back lobe is the minor lobe that points in the opposite direction of
the major lobe. All these minor lobes are usually undesired and should be minimized.

1.5.2 Directivity and gain

The directivity of an antenna is the ratio between the radiation intensity from the antenna in
a given direction and the averaged radiation intensity. Furthermore, the averaged radiation
intensity is equal to the total power radiated by the antennadivided by 4π. The maximum of the
directity can also be defined as the ratio between the maximalpower density of the measuring
antenna and the power density of an ideal isotropic radiator. According to [15] and [17], the
following equation can be used to compute the directivityD

D =
4πr2Srad

Prad
(1.88)

Prad is the total radiation power of the isotropic radiator andr is the distance from the
antenna to the measuring point.Srad stands for the radiation density of the antenna and it is
defined as

Srad(r,θ,φ) =
1

2Z0
|~E(r,θ,φ)|2 (1.89)

In the latter equationZ0 stands for the free-space wave impedance or intrinsic impedance
and~E is the electric far field for an observing point(r,θ,φ). Moreover the total radiation power
is given by
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Prad(r,θ,φ) =
Z 2π

0

Z π

0
Sradr2sinθdθdφ

=
r2

2Z0

Z 2π

0

Z π

0
|~E(r,θ,φ)|2sinθdθdφ (1.90)

In the latter expression the integration limits build a spatial area given by the spherical
anglesθ andφ. The resulting formula for the calculation of the directivity for an observing
point (r,θ,φ) is consequently

D(r,θ,φ) =
4π|~E(r,θ,φ)|2

R 2π
0

R π
0 |~E(r,θ,φ)|2sinθdθdφ

(1.91)

The following relation between the radiation pattern and the radiation density facilitates the
calculation of the directivity if the radiation pattern is already known, this is

Srad(r,θ,φ) =
1

2Z0
|~E(r,θ,φ)|2

= C2(r,θ,φ) · |
~Emax|
2Z0

= C2(r,θ,φ) ·Srad,max (1.92)

Therein, the integration limits are given by the spatial area given by the spherical anglesθ
andφ. The resulting formula for the calculation of the directivity is therefore

D(r,θ,φ) =
4πC2(r,θ,φ)

R 2π
0

R π
0 C2(r,θ,φ)sinθdθdφ

(1.93)

The gainG is a quantity describing the performance of an antenna taking into account
the efficiencyη of the antenna . Furthermore, the gain of an antenna is related closely to its
directivity. The latter relation is given by the following equation

G = ηD (1.94)

1.6 Antenna arrays

For certain systems and applications like scanning at radars, antennas with very directive pattern
are desired. A directive pattern is characterized by a slender main beam but with a high direc-
tivity value at the desired direction. Furthermore, a directive pattern can be generally reached
by enlarging the antenna aperture or by building up several radiating elements into an array.
Consequently, an antenna array can be seen as an "sampled" aperture that is excited at certain
points or regions.

Moreover, depending on the distribution of the array elements in space, there exist two kind
of arrays: linear arrays and a planar arrays. The elements ofa linear array are put along a line in
a row. The elements of a planar array are positioned along twodimensions describing a surface.
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The distance between two array element positions is called "spacing". If the distances between
neighbouring elements have the same value in the whole array, then the array has uniform
spacing. For a two-dimensional array there can exist two spacing values if it is has uniform
spaced elements.

For the following far field array analysis and the resulting quantities, at which [1], [6] and
[15] are used as main references, the following preconditions are assumed. First assumption is
that all array elements are identical. Second premise is that all array elements are equally ori-
ented in space. And last supposition is that there exists no influence between the array elements.

1.6.1 Array Factor - linear array

The total radiated field of an array is the sum of the contributions of every single array element.
Therefore, the electric far field for an array composed ofN elements can be defined by the
following equation

~Earray =
N

∑
n

~En (1.95)

Without invalidating the generality of the latter equation, elementary dipoles of lengthln
positioned in space according to the vectors~rn and excited by respective currentsIn can be
chosen as elements for the array. If it is assumed that the observation point~r lies in the far field
and that the sources are elementary dipoles are near the origin, then the calculation of the total
radiated field can be transformed in the following way

~Earray(~r) =
N−1

∑
n=0

κIn~ln
e− jk(r−rn cosψn))

r

= κI0
e− jkr

r

N−1

∑
n=0

In
I0
~lnejkrn cosψn (1.96)

Therein,~ln is the element oriented length, the fraction composed of thecomplex phase
componente− jkr and of distance from origin to observing point|~r| = r is the green function,
respectively. Furthermore,rn = |~rn| and the currentI0 is a normalization value.ψn is the
angle between the vectors~r and~rn, and comes from the afore given far field approximation in
expression (1.75). The constantk stands for the wave number,κ = jωµ

4π stands for all remaining
constants.

The resulting expression shows that the total radiated fielddepends mainly on the sum of the
excitation currents and lengths of the dipoles. Moreover, the complex phase is determined by
the position of the dipoles. The question arises, if this equation becomes more simple if the used
array elements are equal. Adopting the latter case of an array composed of elementary dipoles
and assuming similar elements, this means the dipoles have the same sizeln = l , equation (1.96)
becomes

~Earray(~r) = κI0~l
e− jkr

r

N−1

∑
n=0

In
I0

ejkrn cosψn (1.97)
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Comparing the latter equation with expression (1.71) in theformer section about elementary
dipoles, the expression before the sum is the radiated field by a dipole being placed at the
coordinates origin. Consequently, the total radiated fieldis the multiplication of the element
field at the originE0 by the sum depending of the normalized excitationsIn

I0
and the phase term

that is described by the distancesrn towards the elements and the anglesψn

~Earray(~r) = E0 ·
N−1

∑
n=0

In
I0

ejkrn cosψn with E0 = κI0~l ·
e− jkr

r
(1.98)

Furthermore, if all elements are excited with the same current In = I0, then the latter equation
simplifies by disappearing the excitation terms in the sum asfollows

~Earray(~r) = E0(~r) ·AF with E0(~r) = κI0~l ·
e− jkr

r
(1.99)

and with

AF =
N−1

∑
n=0

ejkrn cosψn (1.100)

The latter expression is widely refered as the array factorAF of a linear array. It can be
noticed that the derivation of the AF depends of the excitation current of each array element.
Consequently and only under the preconditions stated before, the calculation of the far field
~Earray of an array composed by the same elements of any antenna kind reduces to a multiplica-
tion of the far field of the single element~E0 in the origin by the respectively calculated Array
FactorAF

1.6.1.1 Linear array with uniform current amplitude and spacing

The AF can be simplified for certain special cases, for instance for a linear array with equidistant
distances and same excitations amplitude. Therefore, it isassumed that the linear array elements
are positioned with a certain distanced in a row and that the equal elements are excited by
currents with the same amplitude but with a progressive phase. Then from the expression (1.98)
the AF is obtained as

AF =
N−1

∑
n=0

ejnαejkrn cosψn (1.101)

α is the progressive phase that describes the phase shift by which the current in each element
leads the current of the preceding element. Depending on thegeometry, the phase component
e− jkrn cosψn in the AF can be expressed as a function of the variabled, known also as spacing.

For example, in the case of the geometrical constellation infigure 1.6, where the equal
elements are positioned along the x-axis, the phase function in the phase term can be replaced by
rncosψn = ndsinθcosφ. Consequently, the array factor of thisN-element linear array becomes

AF =
N−1

∑
n=0

ejnαejnkdsinθcosφ =
N−1

∑
n=0

ejnβ with β = kdsinθcosφ+α (1.102)
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Figure 1.6 : Geometry of a N-element linear array of isotropic sources for far field analysis

As seen in the latter expression, the AF can be written in a more compact form with an
all-embracing progressive phaseβ. It is immediately visible that this phase is a geometrical
function, which depends on the distribution of the source elements and the excitations phases.
Consequently, the AF for a linear array with equal elements,uniform spacing and uniform
excitation amplitude can be generalized by means of a general defined phase functionβ as
follows

AF =
N−1

∑
n=0

ejnβ with β = β(d,α) (1.103)

As aforementioned in the latter equation,β will change for the different array geometries,
since it is a function of the spacing and of the progressive phase shift between the elements in
the array. Furthermore, the latter generalized formula in,mathematically speaking, serial form
can be simplified by transforming it into a closed form. Independant of the form of the function
phaseβ, theAF can be regarded as a power series. These series can be developed in a closed
form by means of the following mathematical relation

N−1

∑
n=0

qn =
qN −1
q−1

for q 6= 1 (1.104)

Applying the latter mathematical statement on the array factor, the series form AF is trans-
formed in a closed form AF as in the following
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AF =
N−1

∑
n=0

ejnβ (1.105)

=
ejNβ −1

ejβ −1
(1.106)

=
ej N

2 β

ej 1
2β

ej N
2 β −e− j N

2 β

ej 1
2β −e− j 1

2β
(1.107)

= ej N−1
2 β sin

(N
2 β
)

sin
(1

2β
) (1.108)

If the physical centre of the linear array is chosen as reference point, the equation for AF for
a uniform amplitude and spacing array ofN elements has the following final form

AF =
sin
(N

2 β
)

sin
(1

2β
) (1.109)

In order to normalize the AF so that the maximum value is equalunity, the latter expression
can be divided by its maximum value that is the valueN. A normalized array factor is obtained
as follows

AF =
sin
(

N
2 β
)

Nsin
(

1
2β
) (1.110)

1.6.2 Array factor - two dimensional array

In order to obtain the two-dimensional array factor, the conditions for the linear array have been
adopted. The total field of a planar array has to be also the sumof all element field contributions.
Furthermore, considering the assumptions made already forthe linear arrays, the total field
must be a multiplication of the field of a single element multiplied by the respective array
factor. Without invalidating the generalization of the following analysis, a two-dimensional
array consisting of equal elementary dipoles positioned inlines and rows as depicted in figure
1.7 is observed.

The two-dimensional array can be seen as a series of linear arrays. Consequently, it is
posible to use the acquired AF for linear arrays for the calculation of the field of a planar
array. Deducing from equation (1.98), it can be stated that the total field of aM×N array is the
multiplication of the element radiation~E0 in the coordinates origin by the sum of the normalized
excitations currents on the array elements. This yields in

~Earray(~r) = E0 ·
M−1

∑
m=0

N−1

∑
n=0

amne
jkrmncosψmn with E0 = κI0~l ·

e− jkr

r
(1.111)

Therein,I0 is a normalization current,κ = jωµ
4π represents certain system constants, andk is

the wavelength, respectively. Furthermore,amn= Imn
I0

is the complex amplitude of the excitation
at element(m,n). Moreover, the complex phase term of the latter excitation depends of the
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Figure 1.7 : Geometry of a M×N array of isotropic sources for field analysis

magnitude|~rmn| = rmn of the position vector toward the element and the spatial angle ψmn

enclosed by~rmn and the observing point vector~r. In addition, the phase function of the phase
term can be approximated byrmncosψmn ≃ rmcosψm+ rncosψn. The vectors~rm and~rn are
the positioning vectors along the rows and columns of the two-dimensional array. Furthermore,
ψm andψn are the spatial angles enclosed by the respective element position vector and the
vector towards the observing point. In addition to the latter definition and assuming that for a
rectangular array, a separable excitation amplitude distribution is chosen so thatamn = bm · cn,
equation (1.111) can be rewritten as follows

~Earray(~r) = E0 ·
M−1

∑
m=0

N−1

∑
n=0

bmcnejk(rmcosψm+rncosψn) = E0 ·
M−1

∑
m=0

bmejkrmcosψm ·
N−1

∑
n=0

cnejkrn cosψn

(1.112)

Comparing each sum and the respective arguments to the sum in(1.98), similarities are
found. If it is assumed that the excitations are at all elements the same then coefficientamn

and hencebm andcn disappear. Moreover, if comparing the new sums, it is clear that these are
the same sums as in the definition of the array factor in expression (1.100). This means, that
the linear AF’s for the columnsAFm and for the rowsAFn of the array are multiplied with the
element radiated fieldE0. Consequently, the total field for a two-dimensional array constituted
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of equal elements excited with the same currents developes to

~Earray(~r) = E0 ·
M−1

∑
m=0

ejkrmcosψm ·
N−1

∑
n=0

ejkrn cosψn = E0 ·AFm ·AFn (1.113)

As a consequence of the latter expression, the array factor of a two-dimensional array is the
product of the linear AF’s of its rows and columns elements

AF = AFm ·AFn (1.114)

Moreover, the relationship between the field of an array element~E0 and the far field of the
entire array~Earray remains for the linear and for two-dimensional array case the same, namely

~Earray = ~E0 ·AF (1.115)

1.6.2.1 Planar array with uniform current amplitude and spacing

For the uniform amplitude and spacing case, theAF of a two-dimensional array can be sim-
plified. Analogue to the linear uniform amplitude and spacing array, a progressive phase shift
for the columns and arrows elements can be defined. The excitation coefficientamn = Imn

I0
with

Imn = imneαmn becomes for the uniform current amplitude caseamn = eαmn. Assuming that this
progressive phase can be decomposed in progressive parts for the row and column elements of
the array likeαmn= αm+αn, expression (1.116) becomes

~Earray(~r) = E0 ·
M−1

∑
m=0

eαmejkrmcosψm ·
N−1

∑
n=0

eαnejkrn cosψn (1.116)

Analogue to the linear case phase functionsβm = β(dm,αm) andβn = β(dn,αn) are defined.
As aforementioned for the linear array, these functions aredependent only on the geometry of
the array. Consequently, theAF of the two-dimensional array becomes

AF =
M−1

∑
m=0

ejmβm ·
N−1

∑
n=0

ejnβn (1.117)

Furthermore, using the mathematical definition in (1.104) and doing an analogue transfor-
mation as in (1.108) for the linear array case, the closed form for theAF of a planar array with
uniform amplitude and spacing is

AF =
sin
(M

2 βM
)

sin
(1

2βM
) · sin

(N
2 βN

)

sin
(1

2βN
) (1.118)

The latter expression includes in the array factor the influence of the progressive phase shifts
αm andαm as well as of the spacing between row elementsdm and column elementsdn.

1.6.3 Radiation Pattern

The radiation pattern of the linear and of the two-dimensional array can be calculated by means
of (1.87). For that, the relation between the total field of the array with the array factor and the
field of a single element, expressed in (1.99) and (1.115) forthe two-dimensional case, can be
applied. Consequently, the following equation is gained
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Carray(θ,φ) =
|~Esingle(θ,φ) ·AF|

|~Esingle,max(θ,φ) ·AFmax|
(1.119)

=
|~Esingle(θ,φ)|

|~Esingle,max(θ,φ)|
· |AF|
|AFmax|

(1.120)

The first fraction is equivalent to the single element radiation pattern, the second one is the
radiation pattern of the array factor. Thus, knowing the radiation pattern of a single element
Csingleand theAF of an array, the radiation pattern of the array becomes

Carray(θ,φ) = Csingle(θ,φ) ·CAF(θ,φ) (1.121)

In the latter expressionCAF is the radiation pattern of the array factor

1.6.4 Phased or Scanning Array

The radiated field of an array can have its maximum at a certaindirection (θ0,φ0). Conse-
quently, its pattern will have its maxima at the same point. An array, whose maximum radiated
field and hence its main beam can be directed by controlling the phase of its element excita-
tions, is called a phased or scanning array. As stated before, the far field of an array is built
by the field of a single element and the AF of the array. Consequently, the main radiation lobe
from the array element and therefore the major radiation of the array factor must be oriented
in the direction(θ0,φ0). The latter is equivalent to a AF value of 1 for that direction. Regard-
ing the general AF equation (1.103), the reader can deduce that for it the array factor’s phase
componentβ(d,θ,φ) must dissapear in the direction(θ0,φ0). This is

β(d,θ0,φ0) = F(d,θ0,φ0)+α = 0 (1.122)

In the latter equationd stands for the element spacing andα for the progressive phase
between the array element currents. The phase functionF(d,θ,φ) depends on the geometrical
distribution of the element. The expression (1.122) concludes that in order to nullify the AF
phase, the excitation phaseα must compensate the phase functionF(d,θ,φ).

1.6.4.1 Broadside and end-fire array

According to [1], if the major lobe of the radiation pattern lies vertical to all elements and aligns
with the normal vector of the array axis in the linear case or the surface’s normal vector in the
planar case, then this pattern is known as abroadsidepattern. A pattern is calledend-firepattern
when the main lobe is aligned with the array axis for the linear case or the surface expanding
vectors for a two-dimensional case. These two pattern kindscan be seen as special cases in
phased arrays. Furthermore, both are desirable pattern kinds in many applications and hence
they are briefly presented in the following.

By means of the example of a linear array with uniform amplitude and spacing pictured
in figure 1.6, the phase constellation for broad-side and end-fire pattern is derived. For it, the
equation for the phase component in (1.103) is obtained. This is
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β = kdsinθcosφ+α (1.123)

At the latter expressionk is the wavelength. Regarding thebroadsidecase, the major lobe
of the linear array pattern is vertical to the array’s axis ifφ0 = 90◦. Introducing this value into
the latter equation gives

β = kd sinθ|θ0=90◦ cosφ|φ0=90◦ +α = 0 → α = 0 (1.124)

This result means that for an phase shift of 0◦ for θ0 = 90◦ and forφ0 = 90◦ the pattern of
the array becomes a broadside array pattern.

Taking the same array, the case of theend-firepattern is regarded. This kind of pattern is
achieved forθ0 = 90◦ andφ0 = 0◦,180◦. Introducing these two possible constellations in the
phase equation (1.123) yields to

β = kd sinθ|θ0=90◦ cosφ|φ0=0◦,180◦ +α = 0 → α = 0,±kd (1.125)

For an phase value of±kd, depending on the valueθ, the main lobe is aligned to the arrays
axis, hence an end-fire pattern is achieved.

1.6.5 Grating lobes

According to [15] and [14] the side lobes of arrays are also known as "grating lobes". They
are defined as the lobes of an antenna array other than the major one, which originate when the
element spacing is sufficiently large to permit in-phase addition of radiated fields in more than
one direction. These lobes are in general not desired. Furthermore, from expression (1.122) and
analysing equation (1.109) it can be deduced that for multiples of 2π the AF and therefore the
pattern has additional maxima, namely grating lobes. This happens in any direction(θ,φ) for

β(d,θ,φ) = F(d,θ,φ)+α = ±2pπ with p = 1,2,3, . . . (1.126)

To ensure that there are no gratings lobes the phase functionF(d,θ,φ) and the element ex-
citation phases must be defined or steered so that the AF phasedoes not reach the 2π multiples.

The most common mean against grating lobes is to chose a proper value for the array spac-
ing d in order to minimize or even avoid them. Therefore, theend-fireandbroadsidepattern
cases for the linear array of figure 1.6 are analysed. According to (1.125) an end-fire pattern is
obtained ifα = ±kd. Consequently, the major lobes condition according expression (1.126) in
this case is

kd sinθ|θ0=90◦ cosφ|φ0=0◦,180◦ = ±2pπ → d = 2pπ
k (1.127)

with p = 1,2,3, . . . . Thus, in order to avoid these extreme angles, the lobe separation must
be d < 2π

k that due tok = 2π
λ is equivalent tod < λ. For the broad-side case the statement in

(1.124) results in the following relation for grating lobes

β = kd sinθ|θ0=90◦ cosφ+α = ±2pπ (1.128)

with p = 1,2,3, . . . . According to the latter equation, the first side lobes appears for
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d = 2π
k = λ. Consequently, if the spacing is smaller than the wavelength, it is possible to

avoid grating lobes. Moreover, Balanis suggests in [1] thatunder all these conditions and the
avoidance of having two main lobes for the end-fire case the values for the spacingd must be
chosen according to

d <
λ
2

(1.129)

1.6.6 Directivity and Gain

In order to obtain the directivity and the gain of an array, the afore given equations (1.93) and
(1.94) can be used. Due to the fact that the directivity and gain values of the main beam of an
array are of high relevance, proper expressions for calculating them can be derived. In particular,
for the uniform spacing and uniformly fed array case, the relation between the pattern and the
array factor can be applied in order to reduce directivity orgain computation effort.

Consequently, the directivity and the gain of an array for anobserving point(r,θ,φ) is
calculated by introducing the respective far field functioninto equation (1.93). Since the field
can be expressed by means of theAF the following formula is obtained

Darray(θ0,φ0) =
4π[AF(θ0,φ0)][AF(θ0,φ0)]

∗
R 2π

0
R π

0 [AF(θ0,φ0)][AF(θ0,φ0)]∗sinθdθdφ
(1.130)

In the latter expression(∗) stands for the complex conjugate. For large planar arrays, with
(M×N) elements that behave nearly broadside-like, the latter equation reduces to the following
expression

Darray(θ0,φ0) = πcosθ0DmDn (1.131)

ThereinDx stands for the directivity of a broadside linear array composed byM elements in
one direction,Dy for the directivity of a broadside linear array composed byN elements in the
other direction.

Furthermore, there exist a formula for the directivity maximum of an array. Assuming an
array of identical elements with a major radiation in direction (θ0,φ0), then the maximum value
of its AF in the latter direction is equivalent to the number of elements building the array.
Consequently, in the case of an array withNelemelements, the directivity and the gain areNelem

times greater in comparison to the directivity or gain of a single element in direction(θ0,φ0).
This is

Darray(θ0,φ0) = Nelem·Dsingle(θ0,φ0) (1.132)

The product in this formula simplifies to a sum, if the logarithm is applied. The sought
directivity is transformed in deciBelldB via the following equation [15]

Darray,dB(θ0,φ0) = 10log(Nelem·Dsingle(θ0,φ0)) = 10logDsingle(θ0,φ0)+10logNelem (1.133)
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Figure 1.8 : Mutual coupling scenario for the transmitting case

1.6.7 Mutual coupling

The assumption that the array elements are independent fromeach other, which was made for
the array analysis is not valid in practice. Hence the influence between the elements of the array,
which is known as mutual compling, has to be taken into account. The mutual coupling effect is
regarded in a general way in [9], [6] and [1]. References [20]and [21] show the mutual coupling
consideration for a planar microstrip patch antenna array and for its conformal counterpart.

The interaction between neighbouring array elements is shown in figure 1.8. In the picture
two neighbouring antennas during the emitting process are shown. The first antenna emits
electromagnetic radiation that propagates into space. A certain fraction of the radiation arrives
to the second antenna perturbating its emission by inducingcurrents in it. In a similar way this
antenna is "hit" also by along the surface propagating currents, which are caused by surface
leaking waves. Reflected currents generated by mismatch between the distribution network and
the antennas reach also the neighbouring elements.

According to [9], in order to model the coupling between neighbouring array elements, the
different coupling currents can be represented by one equivalent current. This mutual coupling
current is then the summation of all coupling current contributions. The following equation
displays the excitation of theN-th array element. The first addend is equivalent to the ideal
current value composed of its magnitude termIn and progressive phase termejαn, if coupling is
neglected. The sum term components are the representation of the coupling currentsimn from
then-th array element towards the m-th one that are two neighbouring array elements.
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Figure 1.9 : Mutual coupling scenario for the receiving case

in = Inejαn +∑
m

imn (1.134)

Figure 1.9 visualizes the general coupling scenario in the reception case. Due to the fact
that an antenna behaves similarly while transmitting and receiving, the mutual coupling current
is for the reception process reciprocal.

Consequently, the excitation current for the whole array can be written like in the following
equation

itotal = idesign+ icoupling (1.135)

Therein, the total excitation current for the array is the design currentidesign, which is com-
posed by the independent feeding currents for each array element, in addition to the excitation
current due to element’s mutual couplingicoupling. It can be deduced from the latter result that
the actual current distribution at the elements depends on the mutual influence between the ele-
ments. Consequently, the positioning of the array elementsat certain distances has an influence
on the coupling effects. In other words the spacing value of the linear array, or both spacing
values in the case of a planar array, can be chosen so that the coupling effects can be minimized.

Furthermore, Mailloux [6] and Balanis [1] suggest to model coupling by defining a mutual
coupling matrix. For this simple approximation the currentdistribution of all array elements
are assumed to be the same. In addition to that, three kind of impedances are defined. The
first is the antenna impedance, which is the impedance of the single isolated element. The
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second impedance, the passive driving impedance, is the impedance of one single array el-
ement regarded when the other elements are passively terminated in their normal generator
impedance. The third one, the active driving impedance alsoknown as the driving impedance,
is the impedance of a single element when all other array elements are excited.

The mutual coupling relationships can be expressed by an impedance matrix. The latter
matrix for a linear array can be calculated using the relation between the current excitationsIn
and the terminal voltagesVm given in the following

[Vm] = [Z][In] (1.136)

Consequently, the elementsZmn are yielded with

Zmn =
Vm

In
(1.137)

The latter elements represent the passive driving impedance matrix. Nevertheless, in the
usual array operation case a great number of elements are excited at the same time. Conse-
quently, the coupling between the array elements behaves inanother way. Therefore, the mutual
coupling effect in this case are expressed with the driving impedance matrix.

Mailloux [6] states that the mutual coupling coefficientsZmn in the driving impedance matrix
have the form of integrals over the free-space scalar Green’s function kernel . Hence they can be
obtained by evaluating these integrals, which can be established for the different array cases like
in [21] for a conformal microstrip patch array. Such integral evaluation is often rigorous, thus
other possibilities for gaining these coefficients are proposed, like in [20], wherein the solutions
for the mutual coupling impedance elements are approximated by series expansions. The latter
reference considers the case of a microstrip patch array too.

In addition to that, Balanis [1] gives the formula for calculating the driving impedance
ZDmn for the two dimensional array case assuming single-mode operation, uniform excitation,
identical array elements and equidistant spacing values.

ZDmn =
Vmn

Imn
(1.138)

with

Vmn= ∑
p

∑
q

Zmn,pqIpq (1.139)

Zmn,pq are the mutual impedances defined by the terminal voltagesVmn and the currentsIpq

in the passive impedance case.

1.6.8 Feed network

In order to feed signals with different amplitudes and phases to the different elements of an
array a feed network is often required. There are two groups of feed networks for antenna
arrays, these are series feeds and parallel feeds. Figure 1.10 shows the first type of feed network
for an array composed of proximity feed microstrip patch antennas. In the series feed network
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Figure 1.10 : Series feed network

Figure 1.11 : Parallel feed network

the array elements are fed by a line: each element is fed in series of another element. This
line can be terminated into a resistive load allowing only a forward waves to travel or causing
resonances. This kind of network is simple to implement and provides a compact design. The
series feed is limited to linear or planar arrays with a fixed beam or frequency-scanning beam.

In the parallel feed network, which is mainly known as corporate-feed network, each array
element is fed in parallel with the other elements. Figure 1.11 depicts the possible parallel feed
network for a group of proximity feed microstrip patch antennas. For the division of the input
signal into several channels, several power dividers are required. Besides the disadvantages of
the need of more space for the lines and dividers, corporate feed network allows the control of
the feed of each array element. This enables the possibilities of realizing phase-scanning-beam,
multi-beam and shaped-beam arrays.

The corporate-feed network allows in the case of aperture coupled patch arrays the sequen-
tial feeding technique for dual-polarisation. Here the mutual coupling effects between the patch
elements due to the proximity of their apertures are lowered. This is done by placing the el-
ements in groups of two patches with their feeds rotated suchthat the coupling is very small.
Furthermore, a tapered feeding is possible with a parallel feed network. In the latter the differ-
ent array elements with different amplitudes or "tapering"the radiation pattern of the array can
be modified, eventually side lobes are suppressed.

[1], [14] and [10] present examples and further informationabout feed networks.



Chapter 2

Numerical Techniques and Analysis
methods

This chapter introduces to existing numerical techniques used to model and analyse electro-
magnetic problems. These techniques are used nowadays to model and to simulate behaviour
of antennas. Considering the framework of the present thesis work the modeling of confor-
mal antennas will be regarded. Furthermore, existing approachs for analysing antenna arrays
of planar and conformal kind will be presented. Therefore, some of the proposed methods of
relevance for the present thesis work will be outlined.

2.1 Numerical Techniques in Electromagnetics

Through the years different numerical techniques thanks toextended and detailed research
works have been developed. All these methods can be categorized into four groups: surface
region methods, methods applied to volumes, asymptotical methods, and hybrid methods that
combine mainly two methods each coming from the former threegroups.

The first approach group includes the use of analytical functions, like the mixed-potential
integral equation or the Green’s function, and their transformations as well as approximations
limited to the active region. The resulting solution procedure is done in frequency or space
domain. Furthermore, the electromagnetic problems are solved using efficient mathematical
ansatz and transformations, for instance the Method of Moments. The techniques of the second
group discretize the volumic medium around the active zone with the goal to solve in time
or in frequency domain by applying discretized Maxwell Equations or from it deriving wave
equation. The Finite Difference Time Domain Method, the Finite Integral Technique and the
Finite Element Method are part of this group.

The asymptotical methods, which embraces the Uniform Theory of Diffraction, are based
on approximations of the Maxwell’s Equations. Therefore, it is applied only for very high fre-
quencies and it regards the active region as a pure radiationsource (it does not take in account
the form of the active region). In general, the techniques ofthis group are not used alone for
antenna applications but combined with other methods. Consequently, the hybrid methods are
in general combinations of the third group with the first or second group techniques, e.g Finite
Element Method with Uniform Theory of Difraction. In addition, there exist other hybrid tech-
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niques resulting from combinations between the approachs,like the Finite Element Boundary
Integral Method (FE-BI). This hybrid derives from a combination of the Finite Element Method
with the Method of Moment.

The approachs Method of Moments, Finite Difference Time Domain Method, Finite Integral
Technique and Finite Element Method are frequently used as solvers in electromagnetical sim-
ulators. Although all these techniques are of relevance only the first three are regarded closer.
The latter one is introduced shortly with the Uniform Theoryof Diffraction.

2.1.1 Method of Moments (MoM)

The Method of Moments (MoM) is, more or less, a general concept for any approach (analytical
or numercal) to solve a given problem by transforming its system transfer function to a matrix
function in order to solve the latter with known techniques.Harrington was the first to use
MoM in electromagnetics and his work [4] is a fundamental reference. Therefore, MoM is used
frequently to model and to solve electromagnetical problems [22], [23], [41] and [47]. The
latter two references will be presented in summerized form later in this chapter.

2.1.1.1 MoM Principle

The basic idea of Method of Moments is to reduce a functional equation to a matrix equation,
which is solved by inverting the matricial operator. The found solution, depending on how the
sought solution function was defined, will approximate or even be equivalent to the analytical
solution of the functional equation. For the matrix inversion several known techniques are used.

The functional equation is usually of inhomogeneous kind, which has following form

L( f ) = g (2.1)

HereinL stands a linear operator,f is the unknown response or field that has to be deter-
mined, andg is the excitation or source that is described by a known function. The linearity of
the operator allows to find a numerical solution with the following technique.

In order to obtain the unknown response functionf, it is defined as a linear combination
of a finite number of terms. This is represented by a series of chosen functionsfn, so-called
expansion functionsor basis functions, and by the constantscn attributed to these functions,
giving the unknown response function the following form

f =
N

∑
n

cn fn (2.2)

Therefore, the domain of the linear operatorL and its range must be taken into account. The
domain of the operator is restraint by the functionsf on which it operates, the respective range
is limited to the functionsg. The unknown function is forn → ∞ normally an exact solution.
For a finiten, an approximation to the exact solution is obtained.

The new definition in (2.2) is introduced to equation (2.84).Since the operator is linear the
latter system can be written as follows
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N

∑
n

cnL( fn) = g (2.3)

A new equation with the new task of calculating thecn constants is obtained. In order to
find theN coefficient values,N linearly independent equations are needed. A possible approach
to solve the new equation is to evaluate for the expression (2.3) applying certain boundary
contitions atN different points. This technique is known aspoint-matchingand hence it converts
the new equation to a linear matrix sytem. The latter is solved by inverting the obtained matrix.

Another way to find the solution function by means of the respective coefficientscn and
under the assumption that the inner product betweenf andg has been defined the inner product
of all components of the equation in (2.3) with a series ofweighting functions wm is built. These
testing functions are supposed to be in the range of theL. The equation changes to

N

∑
n

cn〈wm,L fn〉 = 〈wm,g〉 for m= 1,2,3, . . . ,M (2.4)

The latter equation system can be paraphrased in the following matrix form

[lmn][cn] = [gm] (2.5)

wherein the matrix[lmn] is defined as

[lmn] =




〈w1,L f1〉 〈w1,L f2〉 . . . 〈w1,L fN〉
〈w2,L f1〉 〈w2,L f2〉 . . .

...
...

...
. . .

...
〈wm,L f1〉 . . . . . . 〈wM,L fN〉


 (2.6)

The coefficients vector[cn] in expression (2.5) has the following form

[cn] =




c1

c2
...

cN


 (2.7)

Similar form has the excitation vector[gm] in (2.5)

[gm] =




〈w1,g〉
〈w2,g〉

...
〈wM,g〉


 (2.8)

Similar then in thepoint-matchingtechnique, the new matrix equation can be solved by
building the inverse of the matrix[lmn]. This is only possible if the matrix is non-singular.In such
a case the inverse matrix[lmn]

−1 can be built and the coefficients vector[cn] can be calculated
as follows

[cn] = [lmn]
−1[gm] (2.9)
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Introducing the obtained coefficients in (2.2) the solutionof the equation is found. Summing
up the solution of the linear equation (2.3) is

f = [ f̃n][cn] = [ f̃n][lmn]
−1[gm] (2.10)

Herein the sum in expression (2.2) is described by the scalarproduct between the coeffi-
cients vector[cn] and the functions vector[ f̃n]. The latter is defined as

[ f̃n] = [ f1 f2 . . . fN] (2.11)

Depending of the choices of weighting functionswm and basic functionsfn the solution may
approximate or hit the exact solution. While chosing the basis functions, they should be linearly
independent and they should ensure a reasonalbly well approximation of the response functionf.
For choice of the weighting functions the linear independency is necessary too. Furthermore, the
desired advantage of computational simplicity, defined by the ease of evaluation of the matrix
elements and the matrix inversion computational effort, affects the choice in both cases. The
special case where the basic and the weighting functions arethe same is known asGalerkin’s
method.

2.1.1.2 Appropriate basis functions

From the theoretically possible options for basis functions only certain ones are in practice
used. They can be divided in two classes, the "subdomain functions" and the "entire domain
functions"

The subdomain functions are structured in non-overlappingsegments. These are not neces-
sary to be collinear or of equal length, since each one is defined in conjunction with the limits
of its neighbouring segment. The most common subdomain basis functions are the "pulse func-
tion" (or piecewise constant function) that is defined as

p(x) =

{
1 |x| < 1

2(N+1)

0 |x| > 1
2(N+1)

(2.12)

and the "triangle function" (or piecewise linear function)

t(x) =

{
1−|x|(N+1) |x| < 1

N+1
0 |x| > 1

N+1
(2.13)

The latter functions are defined for a subdomain centered to one of theN equispaced points
on the interval 0≤ x≤ 1. Other useful but more complicated subdomain basis functions are the
"piecewise sinusoid" and the "truncated cosine" functions. The subdomain functions are often
used as basis functions due to the fact that a priori knowledge about the nature of the sought
response functions is not needed.

The entire domain functions are defined over the entire intervall. Consequently, segmen-
tation is not necessary. They can be generated using Tschebyschev, Legendre and Hermite
polynomials, or other convinient functions like cosine andsine functions. The representation
of the unknown function by the latter functions is similar tothe Fourier series expansion of
arbitrary functions.
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The entire domain functions are very useful in cases where the sought response function
is supposed to have a similar behaviour to a known pattern. Inthese situations fewer terms
or expansion functions for the unknown response are needed than in the case of subdomain
functions. In cases of arbitrary or complicated unknown functions the entire domain functions
are less apropiate.

2.1.1.3 Application to antennas

According to [4] and [22] the solution to an antenna problem is obtained by usingMoM on
an appropriate superposition integral equation. Due to calculation simplicity, the conventional
retarded potential integral formulas are used herefor. These are

~Es = − jω~A−∇Φe (2.14)

~A = µ
ZZZ

C
~J

e− jkR

4πR
~dv′ (2.15)

Φe = − 1
jωµε

∇ ·~A (2.16)

ρ = − 1
jω

∇ · ~J (2.17)

These equations are derived in chapter 1 (see (1.18), (1.38)and (1.54) withR = |~r −~r ′|)
from the generalized harmonicMaxwell Equations. Besides, following boundary condition has
to be fulfilled on the surfaceS, which separates the antenna and the propagating medium

~n× (~Es+~Ei) = 0 ↔ ~n×~Es = −~n×~Ei (2.18)

~Ei is the impressed or excitation field on the antenna,~Es is the respective scattered or radi-
ated field from the antenna. The scattered field is produced bythe currents~J and the electric
chargeρ.

The resulting operator equations contain derivatives as well as integrals. In order to ease
the computation, the antenna is divided in small antenna segments that are connected together.
Each end point of the segments define a pair of terminals, consequently a network is created.

The impedance matrix of this network is calculated by applying a current source to each port
in turn and calculating the circuit voltages at each port. Once the impedance matrix is built the
admittance matrix can be calculated. The latter is the inverse of the impedance matrix. More-
over, for any voltage excitation the port currents can be computed by means of a multiplication
with the admittance matrix.

2.1.1.3.1 Example: Wire antenna An application example of MoM in electromagnetics
is the radiation analysis of a wire antenna. In this case, which is depicted in figure 2.1, the
segments of the wire antenna are small filaments along the wire axis. Eachn-th segment has
an starting point calledn+, a middle point referenced asn and a terminal point calledn−. The
currents, which are supposed to flow only on the direction of the wire axis, and the charges are
treated as constant over each segment. In addition, the integrals are approximated by the sums
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Figure 2.1 : Discretization of a wire antenna

for all segments. Derivatives are approximated by finite differences over the same intervals as
for the integration. Following approximations are used

−~Ei
m ≈ − jω~Am− Φm− −Φm+

∆lm

d~l
dl

(2.19)

~Am ≈ µ
N

∑
n

In

Z

∆ln

e− jkR

4πR
d~l (2.20)

Φm+ ≈ 1
ε

N

∑
n

σn+

Z

∆ln+

e− jkR

4πR
dl (2.21)

σn+ ≈ −1
jω

In+1− In
∆ln+

(2.22)

Herein∆ln is then-th length increment between pointn+ andn−. ∆ln+ and∆ln− represent
the increment shift of half a segment along or against the length direction.

Defining a voltage vector, which describes the voltage values in every wire element, the
impedance matrix can be found. Therefore, the voltage vector is approximated by the multipli-
cation of the electric intensityEn components at the wire elements with the length∆ln of the
respective segment.

[V] =




Ei
1 ·∆l1

Ei
2 ·∆l2

...
Ei

M ·∆lM


 (2.23)

The necessary impedance components of matrix[Z] are obtained by introducing the equa-
tions (2.20) to (2.1.1.3.1) in (2.1.1.3.1). An expression dependant on the currents is achieved,
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which can be reshape in order to separate the current vector components and hence get the
impedance matrix following the relation

[V] = [Z][I ] with [I ] =




I1
I2
...

IN


 (2.24)

The acquired matrix equation can be solved by inverting the[Z] matrix like in the following

[I ] = [Y][V] with [Y] = [Z]−1 (2.25)

After acquiring the impedance matrix the current vector forany voltage excitation, which
can be on one point or several points of the wire, can be obtained.

In order to calculate the far radiation field of the wire antenna, the electric dipole moment
In~∆ln of each segment is computed applying the computed current vector [I ]. In addition to that,
they are introduced in the following vector potential equation for the far field case

~A =
µe− jkr0

4πr0

N

∑
n

In∆~lne− jkrncosξn (2.26)

In the latter expressionr0 stands for the magnitude of the vector to the origin to the observing
point in the far field region,rn for the magnitude for the radius vector to the source point. The
electric far field is calculated by means of the following relation. With the help of the acquired
vector potential, which is given, the electric far field is calculated.

~E ≃− jω~A →
Er ≃ 0
Eθ ≃− jωAθ
Eφ ≃− jωAφ

(2.27)

In [4] another possibility for computing the impedance matrix departing also from the equa-
tions to is suggested.

2.1.2 Finite Difference Time Domain (FDTD)

The Finite Difference Time Domain method (FDTD) was introduced by Yee [24] and it has
become since then a very popular technique for solving electromagnetic tasks. Furthermore,
it has been generalized for different volume structures [25] and it has been used for antenna
analysis [26], [27] and [54]. As its name indicates, the FDTDmethod is a temporal domain
approach and it finds the solution to an electromagnetic problem by solving the differential
form of theMaxwell Equations. Therefore, the regarded region is discretized resulting in a
rectangular volumic grid composed of cubic cells. In each cell the fields are computed by
means of theYee algorithmwith a second order accuracy in time and space. The following
introduction to FDTD has [5] and [25] as main references .
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2.1.2.1 FDTD Principle

Assuming that the analysed medium is homogene, isotropic, non-dispersive and without sources
according to [5] theMaxwell Equationsin differential form can be stated as follows

∇×~E = −µ
∂~H
∂t

(2.28)

∇× ~H = ε
∂~E
∂t

+σ~E (2.29)

σ is the electric conductivity of the media,ε andµ the permittivity and the permeability,
respectively. In order to solve the latter equations, initial conditions as well as boundary condi-
tions on the regarded object are needed. In general, the initial conditions for the FDTD method
are zero, this means

∇ ·~B = 0 (2.30)

∇ ·~D = 0 (2.31)

In the exception cases the initial conditions must be statedin a self-consistent manner. This
means that the charge must be taken into account in the secondstatement of the latter equation
set. For the boundary conditions the relationships betweenthe field and the media surfaces have
to be taken into account.

The vectorial equations in (2.28) and (2.29) can be written as six scalar equations. These
have the following form if the Cartesian coordinates are used

∂Hx

∂t
=

1
µ

(
∂Ey

∂z
− ∂Ez

∂y

)
(2.32)

∂Hy

∂t
=

1
µ

(
∂Ez

∂x
− ∂Ex

∂z

)
(2.33)

∂Hz

∂t
=

1
µ

(
∂Ex

∂y
− ∂Ey

∂x

)
(2.34)

∂Ex

∂t
=

1
ε

(
∂Hz

∂y
− ∂Hy

∂z
−σEx

)
(2.35)

∂Ey

∂t
=

1
ε

(
∂Hx

∂z
− ∂Hz

∂x
−σEy

)
(2.36)

∂Ez

∂t
=

1
ε

(
∂Hy

∂x
− ∂Hx

∂y
−σEz

)
(2.37)

The derivatives in equations (2.32)-(2.37) are approximated using theYee algorithm. This
algorithm is based on theLeapfrog algorithm, which is shortly presented in appendix A. Ac-
cording toYeethe partial derivative of a field functionF(x, t) is centered with respect to the two
field values on the cell fronts. The space derivative valid for each space component and the time
derivative become then
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Figure 2.2 : Position of the electric and magnetic field vector components aboutYee’s cubic unit
cell

∂
∂x

F(x+ ∆x
2 ) =

F(x+∆x)−F(x)
∆x

(2.38)

∂
∂t

F(t + ∆t
2 ) =

F(t +∆t)−F(t)
∆t

(2.39)

The latter definition is obtained by means of the definition ofthe derivative for a finite
distance. The obtained equation approximates the derivation with a second order accuracy.
Introducing this definition in theTaylor series expansionof the functionF and neglecting the
derivatives higher than the second order, following relationship is acquired

F(x) =
F(x+ ∆x

2 )−F(x− ∆x
2 )

2
+o(∆x) (2.40)

F(t) =
F(t + ∆t

2 )−F(t− ∆t
2 )

2
+o(∆t) (2.41)

The latter equation show that the values of the functionF(x,t) are centered. It can be shown
that in both cases the accuracy of the values and the partial derivatives of the function are of
second order

With the equations in (2.39) and (2.41) the equation set (2.32)-(2.37) can be approximated
in the time domain. Therefore, the medium is discretized in avolumic grid composed of cells.
In order to describe the cubic cellsYeedefines its location with the indices(i, j,k) as depicted
in figure 2.2 . These are related with the(x,y,z) coordinates as follows

x = i∆x y= j∆y z= k∆z (2.42)
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i,j andk are the coodinate indices for the respective coordinate directions. Similar goes for
the timet with n as the time index

t = n∆t (2.43)

Therefore, the time and space dependent functionF(x, t) takes the following form

Fn(i, j,k) = F(n∆t, i∆x, j∆y,k∆z) (2.44)

Using the new indice nomenclature the statements in (2.39) can be generalized as follows

∂Fn(i, j,k)
∂x

=
Fn(i + 1

2, j,k)−Fn(i − 1
2, j,k)

∆x
(2.45)

∂Fn(i, j,k)
∂t

=
Fn+

1
2(i, j,k)−Fn−1

2(i, j,k)
∆t

(2.46)

Yee’sdiscretization and approximations are applied at the scalar Maxwell Equations given
in expressions (2.32) - (2.37). Doing so, each field component is explicit given as a function
of the past values. Reshaping the resulting equations, all components of the current fields can
be calculated. In the following, the mathematical transformation for the x-component of the
current magnetic field intensity in expression (2.32) is shown

H
n+

1
2

x (i, j + 1
2,k+ 1

2)−H
n−1

2
x (i, j + 1

2,k+ 1
2)

∆t
=

1
µ(i, j,k)

[
En

y (i, j + 1
2,k+1)−En

y(i, j + 1
2,k)

∆z
−

−En
z (i, j +1,k+ 1

2)−En
z (i, j,k+ 1

2)

∆y

]
(2.47)

H
n+

1
2

x (i, j + 1
2,k+ 1

2) = H
n−1

2
x (i, j + 1

2,k+ 1
2)+

∆t
∆z

[En
y(i, j + 1

2,k+1)−

−En
y (i, j + 1

2,k)]+
∆t
∆y

[En
z(i, j,k+ 1

2)−

−En
z (i, j +1,k+ 1

2)] (2.48)

The same procedure is realized for the other field components. The components of the
current magnetic and electric field intensity,~Hn+ 1

2(i, j,k) and~En+1(i, j,k), can be obtained
with the help of past values by the following equation set
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H
n+

1
2

x (i, j + 1
2,k+ 1

2) = H
n−1

2
x (i, j + 1

2,k+ 1
2)+

∆t
∆z

[En
y(i, j + 1

2,k+1)−En
y(i, j + 1

2,k)]+

+
∆t
∆y

[En
z(i, j,k+ 1

2)−En
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2)] (2.49)

H
n+

1
2

y (i + 1
2, j,k+ 1

2) = H
n−1

2
y (i + 1

2, j,k+ 1
2)+

∆t
∆x

[En
z(i +1, j,k+ 1

2)−En
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[En
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1
2
, j,k)−En
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2
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H
n+

1
2
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2
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1
2
,k) = H

n− 1
2
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2
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2
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[En
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2
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2,k)] (2.51)

En+1
x (i + 1

2, j,k) =

[
1− σ(i, j,k)

ε(i, j,k)

]
En

x(i + 1
2, j,k)+
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2
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)] (2.52)

En+1
y (i, j + 1

2,k) =

[
1− σ(i, j,k)

ε(i, j,k)

]
En
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∆t
ε(i, j,k)∆z
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2,k)] (2.53)

En+1
z (i, j,k+ 1

2) =

[
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ε(i, j,k)

]
En
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2

x (i, j − 1
2,k+ 1

2)−

−H
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2

x (i, j + 1
2,k+ 1

2)] (2.54)

From the latter equation set it can be deduced that the electric field components and the ones
of the magnetic field are calculated at different time steps.This sequential computing with the
help of past values is also known as theLeapfrog algorithm.

2.1.2.2 Numerical dispersion and stability condition

According to [5], the numerical dispersion is obtained by introducing a plane and monochro-
matic discretized wave solution to the byYee’sscheme discretized Maxwell Equations of (2.28)
and (2.29). After a respective mathematical development, arelation between the numerical
wave vector components, the wave frequency, the time-step and the grid space differences is
derived. This resulting relation is the numerical dispersion relation.
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Therefore, the following compact vector notation where thesix components of the electric
and magnetic field,~E and~H, are put together in one equation is used

j∇× (~H + j~E) =
∂
∂t

(~H + j~E) (2.55)

or defining a new field vector~V(x,y,z) that includes the complex vectors for the magnetic
and electric field

j∇×~V =
∂~V
∂t

with ~V(x,y,z) = ~H(x,y,z)+ j~E(x,y,z) (2.56)

By discretizing the vectorial field function~V afterYee’sscheme, the following expression is
obtained

~Vn(I ,J,K) = ~Vek̃xI∆x+k̃yJ∆x+k̃zK∆z−ωN∆t (2.57)

In the latter definition,~V represents the magnitude of the complex function~V. By introduc-
ing this discrete expression into (2.55) and applyingYee’scentral-differenzing discretization on
the gradient operator and the time derivative, the following equation is obtained.




1
∆x sin

(
k̃x∆x

2

)

1
∆y sin

(
k̃y∆y

2

)

1
∆z sin

(
k̃z∆z

2

)


×~Vn(I ,J,K) =

j
∆t

~Vn(I ,J,K)sin
(ω∆t

2

)
(2.58)

Evaluating the cross product generates a vectorial equation, which can be divided in three
scalar equations. The numerical dispersion is obtained by calculating the determinant of this
vectorial equation and equaling it to zero. The numerical dispersion relation has then the form

[
1

∆x
sin
(

k̃x∆x
2

)]2

+

[
1

∆y
sin
(

k̃y∆y
2

)]2

+

[
1

∆z
sin
(

k̃z∆z
2

)]2

=

[
1

c∆t
sin
(ω∆t

2

)]2

(2.59)

By comparing the numerical dispersion with the analytical physical one for a in free space
propagating plane wave that has the form

(ω
c

)2
= k2

x +k2
y +k2

z (2.60)

there can not be recognized a strong similitude between bothdispersion relations. However,
the numerical dispersion converge towards the analytical one for the differences∆x, ∆y, ∆z and
∆t approaching to zero.

From the numerical dispersion expression it can be expectedthat the choice of the spatial
and time differences,∆x, ∆y, ∆z and∆t can affect the propagation characteristics of numeri-
cal waves inYee’sspatial grid. That can be explained by the fact, that the FDTDalgorithm
approximates the electromagnetic wave behaviour by describing the propagating medium with
properties very close but not exact to real conditions. Thisdiscrepancy generate delays or phase
errors that are accumumulated by the numerical waves. Theseerrors affect the propagation
characteristics of numerical waves and can lead to non-physical results.
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Consequently, the numerical errors have to remain under a certain range giving the system a
certain stability and accuracy at the same time. Therefore,a frequency analysis at the numerical
dispersion expression in (2.59) is performed: the numercial dispersion relation is manipulated
in order to obtain the angular frequency. This results in

ω = 2
∆t arcsinχ with χ = c∆t

√
1

(∆x)2 sin2
(

k̃x∆x
2

)
+ 1

(∆y)2 sin2
(

k̃y∆y
2

)
+ 1

(∆z)2 sin2
(

k̃z∆z
2

)

(2.61)
The argumentχ of the inverse sine function can be zero or it maximum value, which is when

the sine function arguments become the value of 1. This is

0≤ χ ≤ c∆t

√
1

∆x2 +
1

∆y2 +
1

∆z2 (2.62)

It can be deduced that for valuesχ > 1 the angular frequency get complex complex values,
which would amplify the value of a sinusoidal wave function (e.g. with the form of (2.57)) with
every time-step. Hence it would change the near real propagating behaviour of the FDTD wave
to a non-physical one and would make the system instable. Thus, in order to obtain real values
for the angular frequency and prevail numerical stability,χ must remain in the interval[0,1].

Therefore, the maximum time step value∆tmax is derived by using the expression in (2.62)
and adjustingχ = 1. The result is

∆tmax=
1

c
√

1
∆x2 + 1

∆y2 + 1
∆z2

(2.63)

For time-step values∆t ≥ ∆tmax the argumentχ of the inverse sinus function in (2.61) has
values higher than the value 1. Hence, by using theYee algorithmthe time difference∆t must
fulfill the following condition for reasons of stability

∆t ≤ 1

c
√

1
∆x2 + 1

∆y2 + 1
∆z2

(2.64)

Moreover, this relation between the spatial and time steps means that they play a decisive
role in the accuracy as well as in the stability of this numerical approach.

2.1.3 Finite Integration Technique (FIT)

The Finite Integration Technique (FIT) is proposed by Weiland with his publication [28]. This
approach consists in a discretization of Maxwell’s equations in integral form, resulting in matrix
equations that can be solved. It uses integral balances and thus it permits to check the conserva-
tion properties of the discrete fields and the stability of the system before the solving procedure
is run.

2.1.3.1 FIT Principle

According to [29], the first step consists in the restrictionof the electromagnetic field problem to
a simply connected and bounded space regionΩ ∈ R3. Like in the FDTD Method, the analysed
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Figure 2.3 : Discrete cubic cell according to the Finite Integration Technique (FIT)

medium is discretized into a finite number of volumic cellsVi, j ,k that fit exactly to each other.
This decomposition results in the cells complexG

G := {Vi, j ,k ∈ R3|Vi, j ,k = [xi ,xi+1]× [y j ,y j+1]× [zk,zk+1]} for
i = 1, . . . , imax−1
j = 1, . . . , jmax−1
k = 1, . . . ,kmax−1

(2.65)

This yields to a total number of nodesNp = imax· jmax· kmax that have the form(xi ,y j ,zk)
and to an amount ofNcells= (imax−1)( jmax−1)(kmax−1) cells.

As depicted in figure 2.3, the Maxwell’s Equations are discretized and "applied" to each cell
of the complexG. For example, for the upper facetSz of cell Vi, j ,k−1 (parallel to the x-y-plane)
the first Maxwell’s Equation (see equation (1.1)) or Faraday’s law in integral form becomes

êx(i, j,k)+ êy(i +1, j,k)− êx(i, j +1,k)− êy(i, j,k) = − ∂
∂t

ˆ̂bz(i, j,k) (2.66)

êx(i, j,k), êy(i +1, j,k), êx(i, j +1,k) andêy(i, j,k) are the electric voltages along the edge of

the surfaceSz. The scalar valuê̂bz(i, j,k) represents the magnetic flux over the facetSz. These
is expressed by

êx(i, j,k) =
R (xi+1,y j ,zk)

(xi ,y j ,zk)
~E ·d~l

ˆ̂bz(i, j,k) =
RR

Sz(i, j ,k)
~B ·d~s

(2.67)

Similar is valid for the other components ˆey(i +1, j,k), êx(i, j +1,k) andêy(i, j,k). Assum-

ing a lexicographical ordering of all voltages ˆe(i, j,k) and fluxeŝ̂b(i, j,k) in the complexG, two
vectors including the node reference like in the following can be defined

ê= (êx,n|êy,n|êz,n)
T
n=1,...,Np

ˆ̂b = ( ˆ̂bx,n| ˆ̂by,n| ˆ̂bz,n)T
n=1,...,Np

(2.68)

Consequently, the equations with the form of (2.66) for all the cell facets over the whole
complexG can be expressed in matrix form as follows
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Figure 2.4 : Discrete cubic cellsG andG̃ according to FIT

C · ê= − ∂
∂t

ˆ̂b (2.69)

The matrixC contains topological information on the incidence relation of the cell edges
and on their orientation. Thus it has only the values{−1,0,1}. This can be interpreted asC
being the curl-operator on the complexG.

The same procedure can be applied to the other Maxwell’s equations, whereas for equations
(1.2) and (1.4) a second cell complex̃G, which is dual to the primary complexG, is required.
For it, the dual grid is defined by taking the foci of the cells of G as gridpoints for the meshcells
of G̃as depicted in figure 2.4. In a more general manner, it is possible to take the cell barycenters
as boundary vertices [29]. Along the edges of the dual grid cells the magnetic field intensities
are applied. On the cell surfaces ofG̃ the dielectric fluxes and the electric currents are allocated
in analogy to the quantities allocated onG

Therefore, the Maxwell’s Equation set in chapter 1 (equations (1.1)-(1.4)) the so-called
"Maxwell Grid Equations" (MGE) are obtained. These are

Cê = − ∂
∂t

ˆ̂b (2.70)

C̃ĥ = − ∂
∂t

ˆ̂d+ ˆ̂j (2.71)

Sˆ̂b = 0 (2.72)

S̃ˆ̂d = q (2.73)

êandĥ are the electric voltages between grid points and the magnetic voltages between dual

grid points, respectively.̂̂d, ˆ̂b andˆ̂j are the fluxes over grid or dual grid faces. Following the
interpretation made for expression (2.69), the matrixScan be seen as discrete divergence matrix
applied onG. Moreover, the matrix̃C can be interpreted as the dual discrete curl-operator and
S̃as the dual discrete divergence onG̃, respectively
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Following the theory in electromagnetics, the constitutive material relations (see chapter 1,
equations (1.19) - (1.22)) have to be adequately defined. Therefore, the following discretized
material property relations are obtained

ˆ̂d = M εê (2.74)
ˆ̂b = Mµĥ (2.75)
ˆ̂j = Mσê (2.76)

M ε , Mµ andMσ are the permittivity matrix, the permeability matrix, and the conductiv-
ity matrix, respectively. The elements of these matrices are obtained by using the values of
the MGE. For example the calculation of a diagonal element ofthe conductivity matrix is ob-
tained as result for the coupling of the electric currents and the electric grid voltages like in the
following

RR

S̃m
~J ·d~s

R

Lm
~E ·d~l

=

RR

S̃m
σd~s

R

Lm
d~l

+O(hl ) ≈ σ̄

RR

S̃m
d~s

R

Lm
d~l

= (Mσ)m,m =
ˆ̂jm
êm

(2.77)

The latter is for a corresponding pair of a grid voltage ˆem along the edgeLm ∈ G and the
flux ˆ̂jm through the facet̃Sm. The error exponent has values ofl = 2 in the case of non-uniform
grid spacing, otherwisel = 3. In a similar way the other discrete material matrix elements are
obtained. In general the four MGE are an exact representation of Maxwell’s Equations and
contain only topological information. Consequently, the discretization error of this method is
found to be located at the discrete constitutive material equations.

[30], [29] and [31] show the algebraic properties of the discretized fields frequency and
time domain. The MGE can be transformed into frequency domain with ê(t) = Re(êejωt).
With the frequential MGE certain wave equations, like the homogeneous wave equation and
the Helmholtz equation, can be transformed in eigenvalue problems that can be solved by
known techniques. From the analytical version of the latterequation for instance the gener-
alized Helmholtz-grid-equation was derived [29]. The respective expression is

[
C̃MµC+D1S̃TD2S̃D1

]
ê= ω2M εê (2.78)

at whichD1 andD2 are diagonal matrices that when chosen properly allow the discretization
of the analytical Helmholtz equation for homogeneous materials. This is necessary due to the
definition of two orthogonal vector subspaces, which span the vector space of solutions for the
static (ω2 = 0) and dynamic modes (ω 6= 0); a consequence of the necessity of a real-valued and
non-negative system matrix.

According to [31], the time-domain formulation of the discretized equations is equivalent to
FDTD. Consequently, the equation set is solved with Yee’s algorithm, which leads to an explicit
algorithm. For the lossless case this is

f i+1 = Af i +si (2.79)

with
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A =

(
I −∆tC

∆tM−1
ε C̃M−1

µ I −∆t2M−1
ε C̃M−1

µ C

)
(2.80)

f i =

( ˆ̂bi

êi+1
2

)
(2.81)

si =

(
0

−∆tM−1
ε

ˆ̂j i

)
(2.82)

At the latter equationI stands for the unitary matrix,∆t is the discretized time step, respec-
tively. The maximum stable time step∆tmax is give by the same expression in (2.64) presented
in the last section for the FDTD method.

2.1.3.2 Spatial discretization for conformal structures

The FIT method allows to consider all types of coordinates meshes, orthogonal and non-
orthogonal meshes. In addition to that, local mesh refinement, also known as "subgridding",
including grid line termination techniques can be applied.Other techniques like "triangular fill-
ing" or "‘tetrahedral filling", which work with geometry approximation and metarial averaging
inside the cells, are used to approximate curved boundary surfaces. These techniques enhance
the known FIT to the Nonorthogonal Finite Integration Technique (N-FIT). The resulting matri-
ces are symmetric but no longer diagonal. The non-orthogonal algorithm has in its application
limitation due to the increase of the numerical cost by its interpolation scheme.

A more efficient approach known as Perfect Boundary Approximation (PBA) can be applied
to FIT algorithm. According to [32], it takes the subcellar information into account. Since the
lattice generated with this technique is not conformal to the curved boundaries, the PBA algo-
rithm is of second order accuracy for arbitrary shaped boundaries. In particular, the additional
preproccesing effort with PBA is slightly higher than without it, avoiding a highly resolved
mesh for non-orthogonal shapes.

2.1.4 Additional Techniques

There exist several other numerical methods for handling electromagnetic problems and hence
antenna analysis. Among them there are like the Finite Element Method, asymptotic techniques
like Uniform Theory of Diffraction, and analytical methods, like the mixed-potential

2.1.4.1 Finite Element Method (FEM)

The finite element method (FEM) is a mathematical approach for finding a solution to partial
differential equations (PDEs). This technique is applicable to a wide range of physical and
engineering problems, provided it can be expressed as a PDE.The solution approach is based
either on eliminating the differential equation completely, this cases are called steady state
problems, or rendering the PDE into an approximating systemof ordinary differential equations,
which are then solved using standard techniques.

A PDE involves a functionf (τ) defined in a certain domain for all its arguments (in the case
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here all values forτ) with respect to a given boundary condition. The purpose of the method is
to determine an approximation tof (τ) the solving function. For instance a second order PDE
can have following form

∂2 f
∂τ2 +c2

0 f = g (2.83)

at whichg is the inhomogeneous part of the differential equation. ThePDE can also be
regarded as a linear transformation system like in the Method of Moments (equation (2.84)),
this is

L( f ) = g with L =
∂2

∂τ2 +c2
0 (2.84)

at whichL is the linear operator. The primary challenge while finding the solution for the
PDE is to create an equation that approximates the equation to be studied. Therefore, serveral
approaches can be used, for instance the Garlekin’s method,the Rayleigh-Ritz approach, etc.

2.1.4.1.1 Rayleigh-Ritz Approach The Rayleigh-Ritz ansatz originates from a generaliza-
tion of the theory of extremum functions. This variational approach is one of the most common
used in engineering problems for calculating the solution of the respective PDE. That is for a
PDE of second order

F( f ) =
ZZZ

(
∂2 f
∂τ2 +c2

0 f

)
· f dτ−

ZZZ

( f ·g)dτ (2.85)

whereF( f ) stands for the primitive function of the functionf (τ). This new function is
variated aboutf and forced to become zero in order to obtain the sought function f like in the
following

δF( f ) = 0 (2.86)

δ is the variation operator used on the primitive functionF( f ). The expression in (2.85) can
be written in linear system form as well

F( f ) = 1
2〈L( f ), f 〉−〈 f ,g〉 (2.87)

at which the expression〈,〉 stands for the inner product.

2.1.4.1.2 FEM principle in Electromagnetics The starting PDE to be solved is the vecto-
rial wave equation, which has the following form

∇× 1
µ
×~E−k2

0εr~E = − jkZ0~J
int +∇× 1

µ
~Mint (2.88)

k0 stands for the free-space wavenumber,Z0 for the free-space intrinsic impedance, respec-
tively. The traditional Rayleigh-Ritz approach is used to solve the PDE. Therefore, the left side
of (2.88) is taken as the linear operatorL applied to the electric fieldf = ~E. The inhomogeneous
part at the right side of that equation becomes the functionf. The ansatz results in
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F(~E) = 1
2

ZZZ

V

(
∇× 1

µ
×~E−k2

0εr~E

)
·~Edv+

+
ZZZ

V
~E ·
(

jk0Z0~J
int −∇× 1

µ
~Mint

)
dv (2.89)

By means of transformations, among them integration rules and curl as well as divergence
theorems (see Appendix A), the latter expression becomes

F(~E) = 1
2

ZZZ

V

(
1
µ
(∇×~E) · (∇×~E)−k2

0εr~E ·~E
)

dv+

+
ZZZ

V
~E ·
(

jk0Z0~J
int −∇× (

1
µ

~Mint)

)
dv

+ jk0Z0

ZZ

S
~E · (~H ×~̂n)ds (2.90)

with ~H×~̂n considered as one of the sources for~E. The sougth field function~E can be found
by enforcing

δF(~E) = 0 (2.91)

δF(~E) stands for the first-order variation ofF overE

2.1.4.1.3 Finite Element Discretization In order to calculate the FEM equation on the vol-
ume V, the latter has to be discretized. Therefore, its subdivided into a finite number of small
volume elements, for instance in rectangular volumic cells, triangular or tetrahedal prisms. The
electric field~E is discretized in a set of basis functions like in the following

~E =
J

∑
j

E jWj (2.92)

The later function expansion is done with the help of vector basis functionsWj , which have
to be chosen appropriately like in MoM, and the unknown coefficientsE j . The discretized
electric field is introduced to equation (2.90) and the resulting equation is enforced like in
equation (2.91). The discretization transforms the analytical integral equation in the matrix
equation

[Ai j ][E j ]+ [Bik][HS,k] = [Ci] (2.93)

with

[E j ] = [E1 E2 . . . EJ] [HS,k] = [HS,1 HS,2 . . . HS,K] (2.94)

and
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Ai j =

ZZZ

V

(
1
µ
(∇×Wi) · (∇×Wj)−k2

0εrWi ·Wj

)
dv

Bik = jk0Z0

ZZ

S
Wi · (Wj ×~̂n)ds

Ci =
ZZZ

V
Wi ·

(
jk0Z0~J

int −∇× (
1
µ

~Mint)

)
dv (2.95)

I gives the total number of element edges as well asJ. Consequently,[Ai j ] is a square
matrix. K is the total number of element edges residing on the surfaceS. A similar matrix
system is obtained if the wave equation for~H is used. Consequently, the field~H is discretized
as in (2.92). The obtained matrix equation is solved by simple matrix convertion or other known
techniques.

In addition to that, the solving system should be discretized so that the computing process
remains numerically stable. The latter means that errors inthe input data and intermediate
calculations should not accumulate and cause the resultingoutput to be meaningless. [33], [34],
[35] and [38] are cited as main references for the short summary on FEM.

2.1.4.2 Uniform Theory of Diffraction (UTD)

The Geometrical Theory of Diffraction (GTD) and the UniformGTD (UTD) are asymptotic
methods used for approximating solutions to electromagnetic problems at very large frequen-
cies. The GTD, which postulates the existence of "diffracted rays", is an extension of Geomet-
rical Optics (GO). These rays that describe the solutions containing terms of fractional power
are no taken into account at the GO. Furthermore, the UTD, whose pioneers were Kouyoumjian
and Pathak with their publication [37], generalizes GTD by stating definition formulae for the
diffraction coefficients valid also within singularities not reached by GTD. For the following
short summary [2], [18] and [8] are main references.

2.1.4.2.1 UTD principle The idea of this method is based on the concept of the GO: to
approximate the radiation of high-frequency electromagnetic scenarios by determining wave
propagation for incident, reflected and refracted fields. Moreover, it approximates diffraction
problems in a more generalized manner than the GTD. Hence UTDmodels with direct rays the
direct wave propagation. Therefore, it uses the expression

E(Pobs) = Ei(Qre f) ·
√

ρ1ρ2

(ρ1+s)(ρ2+s)
·e− jk0s (2.96)

at which ρ1 and ρ2 are the curvuture radii of the reflected wave-front,s is the distance
between the reference and the observing pointQre f andPobs, k0 the free-space wave constant,
andEi the incident field component at the reference point. The expression under the square root
is known as the spatial attenuation, the exponential function represents the phase factor.

The diffracted rays resulting from interaction with obstacles are taken into account by
using a similar expression as (2.96) enhanced with a diffraction coefficient. For reasons of
convenience the spatial angle is transformed in order to become independent of the reference
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point. Consequently, the diffracted field componentEd can be calculated by means of following
adapted formula

Ed(Pobs) = Ei(Qre f) ·D ·A(ρc,s) ·e− jk0s (2.97)

with A(ρc,s) as the spatial attenuation

A(ρc,s) =





1√
s for plane and conical wave incidences

1√ρ , with ρ = ssinβ0 for cylindrical wave incidence√
s′

s(s+s′) ≃
√

s′
s for s≫ s′ for spherical wave incidence

(2.98)

D stands for the diffraction factor,s′ is the distance between the source of the incident field
and the reference point.

There are diffraction coefficients of first and second order.The former ones model the first
diffracted field at the diffraction process. The latter coefficients known as slope diffraction
coefficients describe the second order diffraction, which occurs specially for rapid changing
fields. The diffraction coefficients depend on the type and geometry location of the canonical
form (edge, wedges), but also on their material properties and on the type of the incident wave
(planar, spherical). These coefficients are approximated by their asymptotic form defined for
canonical forms like edges, wedges. Many studies were realized in order to define diffraction
coefficients, for instance for a wedge with impedance faces [36].

According to UTD and GTD as well, the diffracted field is composed by "soft" and "hard"
polarized components. The "soft" polarization component is parallel to the propagation plane
of the diffracted rays, the "hard" polarization component propagates perpendicular to it. This
propagation plane is expanded by the vector along the diffracting border (egde, wedge, etc)
and the vector from the reference to the observing point. Respectively there exist for each
polarization component its corresponding diffraction coefficient.

The diffracted electric field~Ed at the observation pointPobs is yielded by using the incident
field ~Ei at the reference pointQre f in the following formula

~Ed(Pobs) = ¯̄D ·~Ei(Qre f) ·
√

ρc

s(ρc+s)
·e− jk0s (2.99)

at which ¯̄D is the diffraction dyadic, whose elements contain the diffraction and the slope
diffraction coefficients, andρc is the distance between the reference pointQre f(s= 0) and the
edge (also first caustic of the diffracted rays) and the second caustic of the diffracted rays. In a
system of a tube of rays the caustics are the lines perpendicular to the propagation direction that
connect the references points of the cross-sectional areas. In this equation the spatial attenuation
simplifies for the case of the incident field having a planar wave-front as shown in equation
(2.98).

The application of UTD and GTD is limited to the frequency of the regarded system. Both
methods are usually used in combination with other methods.For instance [52] combines GTD
with slot theory and the modal expansion technique for calculating the far field of microstrip
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antennas. Another example is the application of the UTD combined with Discrete Fourier
Transform (DFT) on arrays [50].

2.2 Approachs for Modeling Conformal Antennas

Due to the increasing popularity of conformal antennas, several approachs for their modeling
and simulation have been proposed. These proposals are based more or less on the former pre-
sented numerical techniques. This section will summarize these conformal antenna modeling
methods giving the reader a general overview.

2.2.1 Application of the Transmission Line Model

Early works creating models for conformal antennas were derived from their planar analogues.
For instance Munson in his work [53] makes an analysis of a conformal microstrip antenna
using an adapted version of his model for planar antennas based on the Transmission Line
Model (TML). The latter model, which can be found in [1] and [14], is the easiest but the less
versatile and less accurate way to model a patch antenna and therefore it will not be presented
in the present thesis work.

2.2.2 Application of the Cavity Model

The Cavity Model is a method for approximating the behaviourof microstrip patch antennas
by assuming the patch antenna to be a cavity. A detailed introduction to this technique can
be found in several works like [3], [1] and [2] and [8]. This resonant cavity is described as a
dielectric volume enclosed by six rectangular surfaces in the case of a rectangular patch. In the
case of a circular patch the boundaries of the cavity are the surfaces of a cylinder: the lateral
surface plus the top and bottom caps.

In both cases, the latter two surfaces of the cavity, which correspond to the patch and the
ground plane, are assumed to be perfect electrical conductors (PEC’s). The other walls of
the dielectric loaded cavity are modeled as perfect magnetic conductors (PMC). According to
Balanis [1] the current distributions on the patch are related to the modes of the cavity that
behaves like a truncated waveguide.

This method has a good accuracy at the resonant frequency butthe latter deteriorates outside
the resonance region. Nevertheless, it has been used in the present thesis work and hence the
method and its implementation will be presented in the next chapter.

2.2.3 Approachs based on methods applied to volume: FDTD, FIT and
FEM

Methods that use cubic mesh elements to treat antenna problems, like FDTD and FIT, can not
give accurate solutions but approximate the conformity of curved antennas. Additional meshing
techniques can enhance the accuracy of the approximations.Consequently, as mentioned in the
former section, FIT uses the PBA mesh technique [32]. In reference to the FDTD method,
there exist a conformal variant and the latter can be used to model and simulate conformal
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antenna behaviour. Holland [25] is one of the pioneers in proposing a generalized FDTD for
non-orthogonal coordinates and hence for conformal structures.

The studies made by He and Xu [54], and Kashiwaet al. [27], for instance, are based on a
conformal FDTD variant. He and Xu use the conformal FDTD in order to obtain the near field
and the surface currents on the cylindrical microstrip patch. For it, they assume the cylinder
to be infinite and use perfectly matched layers (PML’s) to simulate the necessary boundary
conditions. Furthermore they calculate the far field radiation by using a modified version of
the spectral domain dyadic Green’s functions in the arbitrary cylindrically stratified media. The
same proceeding is done in [27] with the exception that the far field is calculated from the near
field by transforming it using the field equivalence principle.

Due to the fact that FEM uses tetrahedal and triangular prisms as mesh elements, single or
doubly curved structures can be discretized with better accuracy than with rectangular bricks.
Consequently, in conformal antenna analysis, where FEM-based methods are used as solvers,
the FEM technique is used to calculate the electromagnetic fields in the cavity and aperture,
which can be used to compute the surface currents of the active antenna zone. Maconet al.
in [38] and [39] proceed in a similar way. They used the hybridFE-BI, which models the
physical effects of surface curvature by means of a dyadic Green’s function. This Green’s
function, which couples the tangential electric and magnetic fields in the aperture, enforces
the boundary conditions on the tangential electric field over the radiating metallic surface. An
asymptotic form of the dyadic Green’s function is determined by means of UTD in order to
avoid complicated time-consuming calculations. stratified layers with UTD. Here the material
parameters are assumed to be constant within a finite elementbut are allowed to vary across
elements.

FDTD algorithms are in principle very promising and versatile to describe conformal struc-
tures. Nevertheless, the number of nodes used to accuratelydescribe the geometry of an open
conformal component grows so that it makes FDTD not convinient for fast analysis purposes.
Similar is valid for FIT that despite using mesh techniques it is still necessary a refinement of
the mesh, which enhances the number of unknowns. For FEM whenapplied to conformal an-
tennas, due to a suitable discretization of the air surrounding the antenna and the introduction of
absorbing boundary conditions, the number of unknowns increases as well. For instance in [23]
the author bridges the modeler of the FEM based software in order to attain suitable meshed
surface and so to yield accurate results.

2.2.4 Approachs using the dyadic Green’s Function for conformal struc-
tures

Approachs to modeling conformal antennas based on the Green’s Function integrating equation
are limited to the difficulty of obtaining suitable expressions for the Green’s function. More-
over, the calculation of the required Green’s function is quite effort expensive. Nevertheless,
these techniques are the most proposed solution nowadays due to the accuracy of the results.
Therefore, a basic step of these proceedings is either to calculate the elements of the dyadic
Green’s function by means of feasable methods, or to approximate them as good as possible
with suitable techniques. In some cases closed-form dyadicGreen’s functions are found and
applied.
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For instance, Thiel and Dreher [41] derivate the dyadic Green’s function for closed cylin-
drical and cylindrical sector structures by means of a spectral domain solution known as
equivalent-circuit approach . This technique proposed by Dreher [42] creates a hybrid ma-
trix equation that describes the relations between the fields between two medium regions via
a two-port representation. This is possible since the differential wave equations for tangential
field components become ordinary differential equations, namely transmission lines equations
in spectral domain. Moreover, via this port representationthe influence of each layer in an strat-
ified media can be taken in account by multiplying its hybrid matrix. By this way, the multilayer
Green’s Function can be determined.

Consequently, the procedure in [41] starts with the source-free wave equation in spatial
domain that is converted into spectral domain. The solutionfor the wave equation, which is
also transformed in frequency domain, is based on modal expansions that are expressed by
Fourier Series. The new spectral wave equation solution is limited by the boundary conditions
of the dielectric layers on the cylinder. In the following, the solution is introduced to the spectral
wave equation and the resulting equations are expressed in circuit equivalents in matrix form.

The spectral coefficients of the Dyadic Green’s Function arederived so that equatioñ~E =
˜̄̄G · ~̃J

is valid. For it, the spectral excitatioñ~J is defined to a unit source. By this way, in the latter

equation the spectral Dyadic Green’s function˜̄̄G becomes equivalent to the spectral field~̃E and
the coefficients for the Dyadic elements can be calculated. Furthermore, this spectral elements
of the spectral Green’s Function Dyad are transformed with an inverse Fourier Transform and
used then to form the respective spatial dyadic Green’s Function. At the end, the latter Dyad
can be used with a numerical technique like MoM, in order to evaluate the electric field of the
conformal antenna.

Another spectral domain approach example for cylindrical antenna using a transmission line
analogy is proposed by Biscontiniet al. [43]. This method starts with the decomposition of the
field in TE and TM modes using the electric and the magnetic vector potentials in spectral
domain. These spectral potentials are defined as superpositions of with coefficients "weighted"
Hankel functions. The coefficients are determined by matching the boundary conditions. Then
the harmonic components of the spectral magnetic and electric field are calculated by means
of the spectral potentials. In the following, the obtained fields, which are linear combination
partial waves, are written in matrix form. Each layer is completely described matching the
tangential component at its boundary surfaces. For it the continuity condition for the tangential
components at the interfaces are applied.

As next step the analogy with the transmission line is realized by determinating a network by
mapping the tangential components of the electric and magnetic fields to voltages and currents
at the cylindrical interfaces. The resulting network is normalized in order to make it power con-
servative. Then every power conservative cylindrical layer is mapped into a power conservative
network. In such a representation the electromagnetic boundary conditions are represented by
connection between ports. In the following, the discontinuity on the tangential component of
the magnetic field is translated into a step current discontinuity represented by a unit current
generator. Once that the network is excited, the amplitudesof the modal coefficients can be
calculated in the entire network.
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2.2.5 Other Techniques

Some techniques for modeling conformal antennas apply directly Maxwell’s Equations or their
derivative in integral form, like for instance the integralfield equations or the mixed poten-
tial integral equation (MPIE), in order to find the sought solution. Therefore, the conformal
structure, on which the antenna lies, is regarded as an infinite or a finite structure. For the first
approach these equations can be solved in a straigthforwardway using transformation methods
to facilitate the calculation. For the "truncated" structure approach the boundaries have to be
taken into account and hence it becomes more difficult.

An example of each one of these approaches is given by Herschleinet al. [44]. In this paper
two solutions to a patch on a cylindrical bearer are presented. The first is the case of a patch an-
tenna on a cylindrical structure assumed to be infinite. The second case treats the same problem
but on a finite structure (a segment). For the infinite structure case they use the spectral domain
approach, which consist in dermining with help of the Hankelfunctions weighted with coeffi-
cients the electromagnetic field components for the in cylindrical coordinates give Helmholtz
equation in frequency domain. The latter reduces to a Besseldifferential equation. The obtained
fields in each material can be decomposed into transverse magnetic (TM) and transvers electric
(TE) modes. Nevertheless, the modes are coupled due to the interfaces of different dielectrics.
The unknown coefficients are determined by means of the boundary conditions. In the end the
spatial fields are yield with an inverse Fourier transform.

The solution to the truncated cylinder in [44] is attained byusing the Boundary Element
Method (BEM). This technique often used for scattering problems reduces in dimension a prob-
lem in an unbounded three dimensional domain, in order to determine unknown currents on the
surface of the scatterer [45]. In order to facilitate the solution of the boundary integral equations,
this surface is discretized by constructing a boundary element mesh consisting of quadrilater-
als and triangles. Moreover, this quadrilateral elements are mapped into square master ele-
ments, the triangular elements into right, isosceles triangular master elements. The mappings
are performed using polynomial Lagrange shape functions. Consequently, BEM does not put
restrictions on the geometric complexity of the scatterer.

In order to apply BEM, Herschleinet al. divide the problem in two regions: the dielec-
tric between the patch and the ground plane, and the free space. In the following, the vector
formulation of the boundary integral equations, namely theelectric and magnetic field inte-
gral equations (EFIE and MFIE, respectively), are used on both regions. The resulting integral
equations are linear equations systems that are coupled andhence they all can be put a matrix
equation, that can be solved by known techniques. The necessary integrations are perfomed by
Gauss-Legendre quadrature. Consequently, if the field contribution on the surface is known,
the field a any arbitrary point can be determined by integration over the surrounding surface.
Further information to the derivation for the boundary integral equations can be found in [12].

2.3 Finite Array Analysis Methods

Nowadays, analyses of finite arrays are realized with modelsfor infinite arrays. There exist
several solutions for representing an infinite array due to agreater probability to find closed
form solutions for the Green functions or more accurate approximations than in the case of finite
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arrays. Nevertheless, the infinite periodic array model does not entirely describe the behaviour
of finite arrays, even when they are very large, since it omitsthe important effects resulting from
the structure truncation. These effects have an influence onthe elements, specially for the ones
near the edges of the finite array.

A finite array can be modeled and simulated by using the conventional array element-by-
element field summation approach. Herein the aforementioned antenna analysis methods are
used. This method is depending on the size of the finite array,which is equivalent to the number
of elements, computational effort and time expensive. Consequently, techniques were devel-
oped in order to improve the velocity of calculation at element-by-element approach, to use
known solutions for infinite arrays by transforming them to solutions for finite arrays, or to add
the truncation effects of finite arrays to existing analysiswith asymptotic methods. In the next
paragraphs three methods coming from these three method groups are presented.

2.3.1 Fast MoM Solution

Array analysis using the normal MoM procedure requires a lotof computation time due to the
calculations to be done at a high number of array elements. This comes from the fact that the lat-
ter antennas are calculated one by one. In addition, the capacity of storing the required matrices
is limited. Consequently, some approaches have been developed to accelarate the calculation.
Fasenfestet al. [47] present such approach that is applicable to arrays withidentical elements
and arbitrary boundaries. The method is based on the Adaptive Integral Method (AIM), which
projects the solution domain onto a regular grid to enable use of the Fast Fourier Transform
(FFT) algorithm.

The difference between AIM and by the author called GIFFT method lies on the choice on
radiating basis and testing functions. The AIM procedure uses a neighbouring grid of approx-
imately equivalent monopole sources and the usual Green’s function to computed the interac-
tions between the equivalent sources. In the method of Fasenfestet al. the Green’s function is
approximated on an interpolation grid as a sum of separable functions and the basis and testing
function integrations are done using the interpolated Green’s function in the classical way.

Therefore, the array is described with a mask, which is inside an array boundary, over a
bounding box. The array boundary is defined by a closed piecewise linear curve that encloses
the matrix. The bounding box is described by a matrix whose row and column dimensions are
equal to the number of elements of the planar or linear array.The mask approximates the array
boundary by indicating in the bounding box matrix the presence of an element with a 1 or the
non-presence with a 0 at the respective index location. For instance, a mask for an array of
hexagonal structure is pictured in figure 2.5

From the array mask a matrix mask, which indicates cell indexseparationsς− ς′ between
pairs of interacting array elements, is sythesized. The matrix mask determines what sample
values of the Green’s function are needed to interpolation.A non-zero matrix entry represents
coupling between a pair of array elements with the corresponding index separation. Below, the
Electric Field Integration Equation (EFIE) is given by

Z

S

¯̄GE(ς− ς′,z,z′)
O

~J(~r ′)ds′ = −~Einc
tan (2.100)
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Figure 2.5 : Mask for hexagonal array form

is applieed for the MoM procedure like in the following

∑
p′

N

∑
n=1

Zpp′
mn · I p′

n = V p
m with Zpp′

mn = −〈Λp
m, ¯̄GE(ς− ς′,z,z′),Λp′

n 〉 (2.101)

HereΛp
m andΛp′

n are the basis and testing functions andV p
m = 〈Λp

m,~Einc〉. The inner product
symbol represents the integration over both array source and observation domain. The latter
expression can be expanded in the matrix form. Furthermore,the Green’s function is approxi-
mated by Lagrange interpolation polynomialsLi andL j resulting in

¯̄GE(ς−ς′,z,z′)∼= ∑
i,i′, j , j ′

Li(ς)L j(z) ¯̄GE
i−i′, j , j ′Li(ς′)L j(z

′) with ¯̄GE
i−i′, j , j ′ ≡ ¯̄GE(ςi −ςi′,zj ,zj ′)

(2.102)
The Lagrange Green’s function interpolation allows the matrix to be filled with fewer inner

product calculations than the standard MoM due to the separable nature of the approximated
Green’s function. The mutual coupling matrix is approximated consequently like in the follow-
ing

Zpp′
mn ≈ Z̃pp′

mn = − ∑
i,i′, j , j ′

〈Λp
m,Li(ς)L j(z)〉 · ¯̄GE

i−i′, j , j ′ · 〈Li(ς′)L j(z
′),Λp′

n 〉 (2.103)

There are three properties of the latter approximation thatcontribute on the acceleration of
the common MoM approach. The first one is that unless the grid point i′ = (i′1, i

′
2) is in the

cell p′ the inner product〈Λp
m,Li(ς)L j(z)〉 vanishes. This is so because Lagrange polynomial is

non-zero only over the cell containig the interpolation point. The same is valid for the other

inner product〈Li(ς′)L j(z′),Λ
p′
n 〉. Second property is related to the inner products too: for each

array element they need to be calculated once since both products are identical for each element.
Moreover, if the Garlekin’s method is used the quantities are equal. The last useful property is
that it is necessary to calculate the approximated Green’s function only for index pairsi = (i1, i2)
appearing within the matrix mask.
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The impedance matrix̃Zpp′
mn is inaccurate if the cell separation is not sufficiently large since

low order interpolation of the Green’s function is inaccurate near the source point. To avoid this
inacccuracy the mutual impedance elements and the next-neighbouring element impedances are
found by standard MoM. Consequently, the discretized EFIE in matrix form can be written as

[
∆Zpp′

mn

][
I p′
n

]
+
[
Z̃pp′

mn

][
I p′
n

]
= [V p

m] with ∆Zpp′
mn = Zpp′

mn − Z̃pp′
mn (2.104)

[∆Zpp′
mn ] is called the Toeplitz Difference matrix. Its element values are taken as zero for el-

ements that satisfy|ςi − ς| > 0. Thus the evaluation of this sparse matrix can be performed

quickly. The second matrix[Z̃pp′
mn ] is of convolutional form can be evaluated using a two-

dimensional FFT, which speeds the evaluation procedure in general.

2.3.2 Fourier Windowing Method

The Fourier Windowing Method is used generally for large finite array analysis in order to
avoid rigorous element-by-element analysis, whose optimization for keeping numerical effort
reasonable can not be extended indefinitely to larger and larger arrays. This technique assumes
the array to be infinite and to have information about the infinite array element. This method is
presented in [48] and [49].

In [49] the windowing technique is shown in more general way and for aN×N grid over
a periodic rectangle in scan space wherefrom the quantity samples are taken. It assumes that
all elements are to be minimum scattering antennas to a greater or less extent. The infinite
array pattern repeats in the scan space with a certain periodicity, hence any sampling of a whole
rectangle of these periodic dimensions contains all the information necessary to build up a large
finite array. The advantage of the rectangle can be noticed when the array pattern in scan space
is transformed back onto the aperture, the points produced are spaced by the array spacings.

According to [49] the procedure starts with retrieving the infinite array immersed element
pattern that is then divided by an estimate of the isolated array element. A hypothetical pattern
is obtained that enables the transform to the element aperture. The latter step reveals the true
excitations on the lattice. In addition to that, the yieldedHuygens source pattern is multiplied
with the array factor of the finite array before transformingit back to the aperture. This is
equivalent as convolving the aperture excitations with forward waves.

One optional advantage of this method is that it can handle array larger than the original
size. This is reached by transforming back the Huygens source pattern to the aperture and then
by scanning space on a larger grid by padding the dataset withzeros. Back transforming of
the multiplication step reveals the true aperture excitations. These are truncated to the size and
shape of the finite array.

Furthermore, [48] shows the Fourier Windowing method in detail. It derives first the "finite
array Green’s function". The derivation is based on the use of Poisson’s sum formula in the
case of finite sums. Therefore, a finite phased array is described by a(M +Mi)× (N+Ni) cell
structure on the x-y-plane as depicted in 2.6. The current sources of the finite array are defined
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Figure 2.6 : Finite phased array of microstrip patches

as excitations having a linear phase shift and amplitude taper.

~Jmn= ~J00w(ma,nb)e− jk0(maTx+nbTy) (2.105)

with

w(ma,nb) =





1 if m= n = 0
real if Mi ≤ m≤ M and if Ni ≤ n≤ N
0 elsewhere

(2.106)

w(ma,nb) is the windowing function. The exponents of the complex exponential replace
the angles influence like in the followingTx = sinθcosφ andTy = sinθsinφ. The excitation
amplitude of~J00 at cell (0,0) can be set to unity without loss of generality; in case of elementary
current sourcesJ00 = δ(~r00) with~r00 as position vector of that source. The "inferior" borders of
the array are defined byMi = −M or Mi = −M +1 andNi = −N or Ni = −N+1 respectively.

By introducing the current distribution in the formula for calculating the far field using the
Dyadic Green’s function̄̄G (see chapter 1) and transforming upon other terms with the Poisson’s
sum formula in the case of finite sums, the following is yielded

En(~rkl) =

{
2π
ab

∞

∑
m=−∞

∞

∑
n=−∞

˜̄̄G(kx,ky) ·ejkx(xk−x′k)ejkx(yk−y′k)

}
∗Wkl

MN(Tx,Ty) (2.107)

with

Wkl
MN(Tx,Ty) = 1

2πw̃kl
MN(Tx,Ty) (2.108)

~rkl is the vector that gives the position of the observation point; (k, l) are the subscripts of
the coordinates that give the number of cell containing thispoint. a andb are the dimensions of
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the elementary cells. The symbol()̃ stands for the fourier transform and(∗) for the convolution
product. Consequently, the normalized fieldEn of the large finite array is the convolution of the
infinite array field with the window function.

The "finite array Green’s function"̄̄G can be expressed with the Dyadic Green’s function
and the fourier transform of the excitation window. This is given by the following expression
where~r ′kl stands for the coordinates vector of the respective source

¯̄Gkl
MN(~rkl|~r ′kl) =

{
2π
ab

∞

∑
m=−∞

∞

∑
n=−∞

˜̄̄G(kx,ky) ·ejkx(xk−x′k)ejkx(yk−y′k)

}
∗Wkl

MN(Tx,Ty) (2.109)

Besides, [48] describes the calculation of the active surface current distribution for patch
arrays. Therefore, each patch is supposed to have a current as previously defined. An equation
that fulfils the boundary condition on the patch surface, which states that on a conductor surface
the tangential electric field has become zero, and wherein the surface current is defined as
an unknown is set by means of the expression (2.107). The system integral equation is then
transformed into a matrix equation by defining the unknown active current function as a set of
basis functions. The system is then solved by using the Garlekin procedure and the Method of
Moments.

According to [48], this technique gives good results and behaviour predictions for elements
embedded in the center of large arrays since it takes automatically into account mutual coupling.
Nevertheless, it does not give good predictions for the elements at the borders and corners of
the array because edge effects are neglected.

Arbitrary shapes and illumination distributions can be analysed with this method as long
as the elements lie at multiples of the infinite array spacing. According to [49], reasonables
approximations are yielded even if the elements are relatively complex and - against the initial
assumption - if these are not particularly good minimum scatterers.

2.3.3 Asymptotic Approach

The approach presented by Janpugdee and Pathak in [50] is based on UTD. The authors use it
in order to analyse a large finite phased array of printed antenna elements. Therefore, a finite
rectangular array of(2N + 1)× (2M + 1) elements on an infinite grounded material slab is
considered. The surface current distribution in all elements are represented in terms of a proper
set of basic functions~fi . Moreover, it is assumed the array elements to have the same set of
basic functions. Consequently, the current distribution element~Jnm is approximated like in the
following

~Jnm(~r ′) =

(
i=1

∑
L

~fi(~r ′)Cnm,i

)
e− jk0(~r ′nm~u) ≈ ~f (~r ′)Cnme− jk0(~r ′nm~u) (2.110)

~r ′ are the position vectors of the sources,Cnm the distribution current coefficients and~u the
unit vector, respectively. Furthermore, the field at an observation point is given by the convolu-
tion intergral of the Dyadic Green’s function and the current distribution. The resulting field can
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be separated in sum components composed of~Enm, which comprend the convolution integrals
of the Green’s Function with the basis function, and the distribution current coefficients. This is

~E =
N

∑
k=−N

M

∑
l=−M

~EnmCnme− jk0(~r ′nm~u) (2.111)

Due to the form of the latter expression, the current coefficients can be regarded as a Dis-
crete Fourier Transform (DFT) expansion. Consequently, the coefficients can be replaced by its
spectral counterparts̃Ckl and the field function becomes

~E =
2N

∑
k=0

2M

∑
l=0

C̃kl~Ekl ≈ ∑
k,l∈D

C̃kl~Ekl (2.112)

In addition to that, the DFT expansion allows to take into account the significant DFT terms
for the calculation of the field, as expressed with the right-side approximation in the latter
equation. This is done by truncating the whole DFT expansionand retaining these relatively
few terms. According to [50], the DFT expasion is truncated to approximately 10% to 20%
of the total number. Furthermore, the authors convert the finite sums of the field function into
infinite Floquet-type modal sums of finite Poisson integralsusing the Poisson sum formula.

The asymptotic evaluation of the resulting spectral integrals yields the contribution to the
total electric field. It is composed mainly of the following five field contributions: the Floquet
wave modal field~E f w, the Floquet edge-diffracted field~Ed,e, the Floquet corner-diffracted field
~Ed,c, the Floquet edge-excited surface and leaky waves (SW / LW) field ~Eslw,e and the Floquet
corner-excited SW and LW field~Eslw,c.

~E ≈ ∑
k,l∈D

C̃kl[~E
f w
kl +~Ed,e

kl +~Ed,c
kl +~Eslw,e

kl +~Eslw,c
kl ] (2.113)

Janpugdee and Pathak attribute the Floquet Waves (FW’s) field to the field produced by
infinite periodic arrays. This is due to the fact, that FW’s exist only in a confined region of
space due to the array boundary truncation. Furthermore, they see the FW’s ways as the source
for the diffracted Floquet edge-diffracted field, which hasthe form of modal conical waves
emanating from the array edges. The FW’s diffract at the corners and cause also the Floquet
corner-diffracted field. The respective ways of the latter field are of spherical kind and emanated
from the corners of the array in all directions.

According to the analysis in [50], more than one SW mode can beexcited depending on the
thickness and permittivity of the dielectric layer for a given frequency range. While in some
configurations the LW can also be excited in addition to the SW. SW’s / LW’s arosen from
diffraction on edges do not spread along the array. The SW’s /LW’s due to the Floquet modal
corner diffraction have cylindrical spreading factor along the surface.

The further alternative of forming array element subgroups, namely subarrays, for calcu-
lating the array fields more efficiently is given in [50]. Thisalternative is benefiting due to
the fact that the calculations are realized more efficientlythan the conventional brute force ar-
ray element-by-element field summation. Moreover, the authors remark that non-rectangular
periodic array can also be treated as a sum of linear arrays.



68 CHAPTER 2. NUMERICAL TECHNIQUES AND ANALYSIS METHODS

The asymptotic ray analysis can not deal with realistic array current distribution, which is
in general non-smooth. Thus this method assumes simple, smoth and slowly varying array
currents. Moreover, the realistic current distributions can be found by means of the use of
numerical techniques. Therefore, the authors recomend accelerated DFT-MoM procedure for
finding the currents on the printed antenna elements.



Chapter 3

Development of a hybrid method

The main task of the present thesis work is to perform far fieldanalysis of planar and conformal
finite array antennas. Therefore, microstrip patch antennas were chosen as the desired array
element, due to their versatily and inherent low profile. In addition to that, these candidates
can be designed for wide-band or and multi-band functional tasks. The reader has seen in the
latter chapter that there exist already methods for modeling and analysing conformal antennas
and arrays. So the question arises: Why the development of a new method although there exist
already techniques therefore? To answer this question the following observations about the
latter methods have to be given.

Refering to the available techniques for treating finite large array, there exist feasable ap-
proachs not for conformal arrays but for planar ones. The reason for this, is that the element
radiation in a conformal array is dependant of the geometry and hence it can not be assumed
that all elements have in the same radiation behaviour specially in the desired observing direc-
tion (θ,φ). Contrariwise, for the planar array elements this assumption can be made. However,
there exist generally approaches for finite conformal arrays based on the computation expen-
sive element-by-element treatment. Since the objective ofthe present thesis work is to find
a feasable way of modeling, simulating and analysing a curved antenna system, the latter ap-
proach proposals can not be used.

Concerning the calculation methods for a conformal antenna, there exist a big number of
proposals. These come mainly from the classical methods like FEM, FDTD and MoM with
certain modifications or alterations. If these techniques are regarded close, it can be said that
FEM and FDTD (and so FIT) analyse more than is required for EM simulations of practical
conformal patch antennas: they discretize and calculate the field in the antenna and the space
region that surrounds it, analysing in greater scale in comparison to the smaller active radiating
region. As aforementioned in the latter chapter, on one sidethis is promising since it yields
good results. On the other side, due to the increasingly highnumber of unknowns and con-
sequently high computation effort, this is disavantegeous. Consequently, these methods can
handle conformal antennas but they are not suitable for fastanalysis of conformal arrays.

MoM, which relies on the choice of suitable Green’s functions in an integral form, links the
positions of equivalent sources on surfaces to the field. This seems to be one of the optimum
choices for analyzing curved patch antennas. As MoM deals with surfaces instead of volumes,
this gives a substantial savings in terms of the number of unknowns to be solved. Nevertheless,
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the involvement of dielectric layers at the analysis of conformal antennas complicate the calcu-
lations slowing the analysis process. Furthermore, in the case of finite large conformal arrays,
the matrix becomes too big making the calculation of the solution difficult and time consum-
ing. Although there exist some approaches to speed up the calculation for the planar arrays, for
instance the technique presented in the latter chapter, these can not be used for the conformal
counterparts.

As a consequence of the latter observations and in order to carry out the main task of the
present thesis work, a new approach was envisaged. For it, a combination of an efficient and
versatile analysis method for the conformal array element,like FDTD, FIT or MoM with an
array forming and radiating network was seen as possible solution. This chapter concentrates
on the development of such a hybrid method and the respectiveimplementation.

3.1 Method concept

The basic concept of the presented method is to analyse the radiating elements of an array by
performing a decomposition of the active radiating region in smaller discrete regions that can
be modeled by equivalent sources. These sources are described by electrical currents that are
acquired by means of numerical techniques applied to volume, for instance FDTD or FIT, or by
means of the cavity model. Furthermore, the method calculates the electromagnetic far field of
an antenna array by applying analytical radiation formulaeon the obtained active region of the
entire array.

For it, conditioned to the availability of input data the method can be initialized by recov-
ering necessary values for the method treatment. In addition, the array structure, including the
form of its elements, has to be generated. Furthermore, the array element has to be modeled by
means of its radiation characteristics. Besides, it is essential to obtain the current values of the
active region of the array elements, namely at the metallic patches. In the following, the array
composed by elements, based on the latter modeling, has to befar field analysed. The last step
is the implementation of the radiation network giving the desired radiation characteristics for
the entire array. Figure 3.1 depicts the latter mentioned stages of the method.

The modeling of the single array element is made by means of elementary dipoles. Like
proposed in [11] and [51] the active radiating region, namely the patch, can be decomposed on
single elementary dipoles lying on the patch surface. Theseequivalent sources can be defined in
order to take into account the interaction between dielectric and metallic patch. The reason for
this is, that in typical cases both the antenna’s structure and surrounding region are formed by a
relatively small number of homogenous volumes of dielectric material. As a result, the field in
such volumes can be represented by equivalent electric and magnetic current densities located
at the boundaries of these volumes [23]. The use of such equivalent surface sources minimizes
the number of unknowns required to determine both the field inside the antenna structure, as
well as in the far field region. The latter approach implies that the current distribution on the
active region of the patch antenna should be known. There aretwo possibilities to obtain these
currents values. First option, and possibly the most accurate one, is to calculate the surface
current on the patch element with the help of realiable methods like the FDTD, FIT or MoM.
Second possibility is to use an approximation model like thecavity model in order to generate
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Figure 3.1 : Structure of the Equivalent Sources Method

analytic currents on the patch.

Concerning the second stage for the modelling of a non-orthogonal large finite array the
conformal structure has to be adequately described. For it,in the proposed approach of the
present thesis work, the generation of a large finite array isdivided in two realization parts in
order to cope efficiently with this task. The first part yieldsto build from the antenna element
a small antenna array, namely a subarray, taking into account the mutual influence between
the array elements known as mutual coupling. The second partapproaches the realization of
the large finite array structure by using the generated subarrays as elements. Furthermore,
the option of composing the entire array with array elementsis available. The challenge of
producing a conformal structure for the antenna array itself can be coped by approximating the
conformal array elements with flat array element on a curved structure, as it is proposed by
Werneret al. in [46] and Allardet al. in [77]. Furthermore, this simplification is only possible
for a certain moderate degree of curvature as Werneret al. [46] imply. Nevertheless, for many
problems of practical interest, like an array on a fusilage,sufficient accuracy can be achieved
by solving this problem via this approximation. Moreover, this approach simplifies the use and
the adaptation of the analytical formulae.

In addition to that, it has to be mentioned that conformal array approximations with planar
subarrays [56], [57] and planar elements [77] has been already realized. Moreover, certain tech-
niques that derive from these approximations like Kalinchev’s "three segment array" [57] have
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been developed. The basic idea of these approaches is to profite from known planar array or
element characteristics for further analysis or synthesis. Concerning the procedure for building
the conformal array structure in the present thesis work, ithas to be added, that unlike the last
approaches it is independent of the degree of curvature of the array element. Thus, despite the
approximation of the conformal antenna with a planar counterpart in the present thesis work,
the construction of the conformal array and the field analysis concept are general.

The last stage of this method concerns the radiation networkthat calculates the electric far
field of the conformal array. Moreover, it computes the radiation pattern and the directivity of
the entire antenna system. Besides that, the possibility ofperforming beam steering is given.
Therefore, analytical formulae coming from antenna theoryare implemented. Furthermore,
modules for the generation of files containing calculated data of far field measure quantities are
implemented. In addition to that and for reasons of visualization, additional modules for the
generation of pattern and directivity diagrams are implemented. For it, the information stored
in the data files is used.

3.2 Algorithm structure and development proceeding

In order to put the approach into practice, an algorithm has been developed. The algorithm
development proceeding follows strictly the method concept stages. Consequently, the first de-
velopment step has the purpose of generating the radiated far field of a single antenna. For
that, it is necessary to find a way of modelling the unitary array element. This goal is reached
by decomposing the radiating region of this element, namelythe patch, in several contributing
radiating points. The option of modelling the metallic patch of the microstrip antenna as flat
or with a certain degree of curvature is available. The latter is realized by means of a distri-
bution application. From the modelled array element, an array of small size it is built. The
already existing distribution application used for positioning the radiating points also allows the
modelling of arrays with a conformal shape. The resulting subarray permits the realization of
the large array. The last development step is the realization of the far field analysis in order to
obtain the desired quantities.

The algorithm structure of the modelling process is based onthe afore given method stages.
The first stage is the initialization, where the input data defined by the user is retrieved from
the respective files. Consequently, by means of this information certain constants and variable
values are defined. The next stage starts with the calculation of the array geometry in space
using the acquired input data. This comprises the positioning of each array element (and sub-
array) plus the calculation of the respective normals on theplanar or conformal bearer. As next
step follows the positioning and normals calculation of theequivalent sources for each array
element. This component operates analogue to the former stages. Furthermore, the orientations
of each equivalent sources is computed if required. The fourth process component handles the
current distribution on all equivalent sources. Therefore, the excitations are retrieved from files
with pre-calculated values or they are approximated by means of the cavity model. The next
module realizes the calculation of the electric far field. Herein, the computations are done by
means of analytical formulae. The sixth component containsa generator of far field quanti-
ties such as radiation pattern and directivity. Furthermore, a field conversion between spherical
and cartesian coordinates can be here performed. The lattermodule is the generation of files
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Figure 3.2 : Single layer patch antenna

containing all the gained data.

The development of the algorithm in the present thesis work starts, in contrast to its struc-
ture, by defining the array element and continues step by stepto the desired large array. Con-
sequently, the algorithm will be presented to the reader by going further in detail along the
aforementioned development steps.

Moreover, it is necessary for the method and respective algorithm to know the array ele-
ment to be handled. This element is a planar microstrip antenna and it is described graphically
in figure 3.2. The microstrip patch antenna depicted is characterized by a metallic patch of
negligible thickness, a dielectric substrate with a certain permittivity εr and a ground plane of
certain thickness. Furthermore, in this pictureL andW give the dimensions of the patch,h the
thickness of the substrate, anddx as well asdy the cell dimensions, respectively. The antenna
array to be modelled can be seen as a composition of element cells. Each of these cells is de-
scribed then by the latter antenna and consequently the dimensions of the cell are equivalent to
the array spacing values.

3.3 Patch antenna modelling by equivalent sources

In order to model the patch array element by means of sources,the Equivalence Principle
presented in chapter 1 is applied. This principle states that a real and a "ficticious" source are
equivalent within a region if both produce the same fields in that region. These "ficticious"
sources are described by their electric and magnetic currents. The currents can be obtained
from the magnetic and electric tangential fields on the boundary limit. In the analysed case of
the present thesis work, this boundary is equivalent to the patch of the microstrip antenna and
its entourage. Consequently, the radiating patch can be seen as the sole active radiating region.
Therefore, the group of equivalent sources must lie on the latter two dimensional boundary.
Furthermore, in order to model the radiating patch with equivalent sources, the metallic patch



74 CHAPTER 3. DEVELOPMENT OF A HYBRID METHOD

surface must be discretized.

The sought radiating field of the microstrip antenna can be determined from these equiva-
lent sources by using analytical formulae for the free spacecase. In the method developed in
the present thesis work, the equivalent sources have only electric currents. These excitations
are calculated with the help of the tangential~H field components at the boundary, namely at
the metallic patch level. For it, external software based onFDTD, FIT or MoM can be used.
There exist also the possibility of obtaining the required currents by the analytical way. Both
approaches are presented in detail later on.

3.3.1 Patch surface discretization

In order to yield the modelling of a microstrip antenna with equivalent sources the patch sur-
face of the antenna has to be discretized in small elements. This is performed by dividing the
patch surface in several small surfaces. Each of this small surface elements is then represented
by an equivalent source. For carrying out the latter steps, it is necessary to define the patch
surface form with discrete points and to attribute the equivalent sources to these points. Fur-
thermore, these discrete points are equivalent to the geometrical centre of the surface elements.
The surface definition and the source attribution in the latter procedure steps are performed by
a position distribution algorithm. This essential component allows to realize the definition of
the array structure as well as the definition of the patch surface form. Three kind of positioning
modules have been developed in the present thesis work that perform such a position distribu-
tion. They have been conceived with the purpose of defining planar, cylindrical and spherical
structures. They are presented to the reader later on. It hasto be said that, the microstrip an-
tennas analysed in the present thesis work are supposed to beplanar and therefore the planar
positioning algorithm has been used.

Independent of the patch shape, the discretization of the radiating surface results inM ·N
small surface elements. Furthermore, the positioning algorithms yields aM×N matrix contain-
ing all positioning vectors towards the geometrical centreof these discrete surfaces. For each
geometrical point described by the resulting position matrix, an equivalent source is defined.
The assigned sources have their respective currents and lieequidistant along the patch surface,
which is limited by its dimensions. Moreover, depending of the information about the patch
geometrical dimensions the points given by the positioningvectors form a rectangular shape or
even a square.

3.3.1.1 Mask according to the patch shape

The afore described discretization procedure of the patch surface garantees the layout of a patch
shape of rectangular or quadratic kind but it is not suitablefor elliptical or circular shapes.
Consequently, it is neccessary to give the possibility of conceiving different shapes. This is
realized by the introduction of masks. A mask approximates the patch boundary, which is a
closed linear curve, by indicating in a mask matrix the presence of an element with a 1 or the
non-presence with a 0 at the respective index location. Thismatrix is later on applied on the
position matrix of the equivalent sources in order to activate or deactivate the radiation of certain
sources. This means that the resulting group of sources, that radiates, is the equivalent to the
radiating patch taking into account its shape.
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Figure 3.3 : Mask for circular patch form

For instance, figure 3.3 shows a possible approximation of the circular patch form by square
segments, which contain the equivalent sources. In the present thesis work a mask module
for the approximation of circular shape patches has been created. This module is based on
the latter approach. For it, the distance of each equivalentsource position in reference to the
geometrical centre of the patch is compared to the radius of the desired circular shape. The
sources outside the circular boundary are deactivate, the other sources contribute to the radiation
of the patch. Furthermore, the accuracy of the patch form approximation depends on the number
of equivalent sources used: the more sources are used for representation of the patch, the more
accurate is the approximation of the curved patch form.

3.3.2 Far field radiation of an equivalent source

As aforementioned, every patch surface element is represented by an equivalent source that
is described in the present thesis work by its respective currents. Applying the Equivalence
Principle on this model, each patch surface element is characterized by an equivalent electric
current. This excitation quantity depends on the difference between the magnetic fields at the
boundary, this is, above and below the radiating patch. The equivalent source can be handled
as an infinitesimal dipole. Consequently, the radiated electric far field ~E can be calculated by
means of the magnetic vector potential~A as shown in equation (1.73) in chapter 1. Moreover,
the vector potential can be obtained knowing the excitationcurrent with the equation (1.72).

Furthermore, both formulae can be simplified by using the farfield approximations given
in (1.74) in chapter 1. Consequently, the equations (1.76) and (1.77) are obtained. Assum-
ing that the the radiating patch of the microstrip antenna isdiscretized and approximated by
M ·N equivalent sources, then the vector potential~Ai j ,mn of a surface element(m,n) for the
observation point~r i j in direction(θi,φ j) is given by

~Ai j ,mn≃
µImn~lmn

4πr i j
e−jk0(r i j−rmncosψi j ,mn) (3.1)

~lmn is the oriented length of the infinitesimal dipole.r i j and r ′mn are the magnitudes of
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Figure 3.4 : Patch surface element position for antenna system analysis

the position vectors towards the observing point~r i j and towards the source~r ′mn, respectively.
The spatial angleψi j ,mn is calculated by means of the aforementioned vectors. Therefore, the
relationship between the vectors~r i j and~r ′mn and the cosine of the angleψi j ,mn that is enclosed
by these vectors is used in the following way

cosψi j ,mn=
~r i j ·~r ′mn

|~r i j ||~r ′mn|
=⇒ ψi j ,mn= arccos

(
~r i j ·~r ′mn

|~r i j ||~r ′mn|

)
(3.2)

Figure 3.4 depicts an example for a discretized patch. The patch lies parallel to the x-y-plane
and is discretized inM ·N rectangular surface elements. The reader can observe the position of
one of these elements. The observation point lies in the far field hence the vectors between the
origin and the surface element are nearby parallel.

In order to handle the discretized elements as infinitesimaldipoles, the magnitude of~lmn

must be infinitesimal small. Technically speaking, this size must be smaller than a tenth of
the wavelength. Consequently, this magnitude is limited and hence defined by the wavelength
λ = c0√

εr f , which depends of the regarded frequencyf and the medium’s permittivityεr , and by
the discretization numbersM andN.

In order to simplify the handling of the spatial angles, the analysis of the far field is done
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in spherical coordinates. But for reasons of simplicity, itis less difficult to attain the magnetic
vector potential using Cartesian coordinates. Therefore,the vector potential is calculated first in
Cartesian coordinates and then it is converted by means of a coordinate transformation matrix
(see appendix A) into spherical ones. The magnetic vector potential components in spherical
coordinates has the following form

Ar
i j ,mn = Ax

i j ,mnsinθi cosφ j +Ay
i j ,mnsinθi sinφ j +Az

i j ,mncosθi

Aθ
i j ,mn = Ax

i j ,mncosθi cosφ j +Ay
i j ,mncosθi sinφ j −Az

i j ,mnsinθi

Aφ
i j ,mn = −Ax

i j ,mnsinφ j +Ay
i j ,mncosφ j (3.3)

Ax
i j ,mn, Ay

i j ,mn andAz
i j ,mn are the vector potential cartesian components andAr

i j ,mn, Aθ
i j ,mn and

Aφ
i j ,mn are the spherical counterparts. In the end, the complex components of the electric far

field ~Ei j ,mn from a discretized surface element(m,n) for the observation point~r i j in direction
(θi,φ j) can be given by the following equation set

Er
i j ,mn ≃ 0 (3.4)

Eθ
i j ,mn ≃ k2

0Imne−jk0(r i j−r ′mncosψi j ,mn)

j2πωε0r i j
(lx

mncosθi cosφ j + ly
mncosθi sinφ j − lz

mnsinθi) (3.5)

Eφ
i j ,mn ≃ k2

0Imne−jk0(r i j−r ′mncosψi j ,mn)

j2πωε0r i j
(−lx

mnsinφ j + ly
mncosφ j) (3.6)

These equations were implemented in form of a FORTRAN code. Therefore, the given ex-
pressions were taken directly and translated to FORTRAN equivalent commands. The resulting
FORTRAN functions, subroutines and structures were written in different modules and in a
main program.

3.3.2.1 Validation: application on dipoles

In order to validate the developed algorithm and respectivecode, certain cases handling finite
length dipoles have been simulated by means of a small program in FORTRAN. Figure 3.5
depicts such a dipole that is characterized by its lengthL and its orientation. The dipoles are
modelled with the help of equivalent sources. Each finite length dipole has been discretized in
K small dipole elements, which are represented by respectiveequivalent sources. The dipole
has been fed with a sinousoidal current according to equation (1.78) in chapter 1. According
to equation (1.79) the finite length dipole field is the integration of the fields generated by its
equivalent sources, namely infinitesimal dipole elements.The discrete form of the latter formula
for the field of the finite length dipole~Edpl

i j for an observation point(r,θi,φ j) in the far field is

~Edpl
i j =

k=1

∑
K

~Ei j ,k (3.7)

In the latter expression~Ei j ,k is the contribution of a discrete small dipole in reference to the
observation point(r,θi,φ j).
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Moreover, for each finite length dipole case, the coordinates origin has been defined as the
dipole’s geometrical centre. Consequently, the origin is the reference point for the symmetrical
positioning of all equivalent sources. The dipole’s lengthhas been defined along one of the axes
of the coordinates. Thus, theK positions of the resulting dipole elements have been distributed
symmetrically along the chosen axis. The length of each dipole element has been fixed to
∆l = λ

10. The number of elements isK = L
∆l and hence it depends of the wavelengthλ and

of the length of the dipoleL. The positioning of the dipole elements, and consequently of the
equivalent sources, has been done by changing the value of the coordinate of the respective
chosen axis. The coordinates of theseK sources have been saved in aK-sized vector. Due to
the choice of the origin as reference point, these vector is the positioning vector~r ′k of all dipole
elements. Concerning the current values at the sources, they have been calculated using the
sinusoidal current distribution presented in expression (1.78) in chapter 1. In this validation case
all oriented lengths of the dipole elements are equal. Moreover, the oriented length is related
with the orthonormal vector of the axis~ι, where at the finite dipole expands. Hence~lk =~l = ∆l ·~ι.
For instance, if the finite dipole is aligned to the x-axis, then~l has only x-components. The
other components in y and z-direction have the value zero. The latter, simplifies the calculation
procedure of these validation cases.

The contributions~Ai j ,k to the magnetic vector potential due to each elementary dipole have
been attained by inserting all the aforementioned necessary input values in the expression (3.1).
Therein, the equation is adapted by definingm= k andn = 1. Furthermore, the for the vector
potential calculation indispensable angleψi j ,k has been obtained applying the position vector
~r ′k and the vector towards the observing point~r i j on equation (3.2). There areNθ ·Nφ observing
points and hencei = 1, . . . ,Nθ and j = 1, . . . ,Nφ. It has to be reported, that a special case
take place if the discretized finite dipole expands along thez-axis. Here, the angle valuesψi j ,k

coincide with the ones of the spatial angleθ for the respective observing points. Consequently,
if the observation points are given in spherical coordinates, then theθ values corresponding to
the latter points can be taken for theψi j ,k values saving additional calculation. For the cases,
wherein the discretized dipole is positioned along the x or y-axis, the valuesψi j ,k andθi are
related to each other asψi j ,k = π

2 −θi .

The obtained vector potential contributions in Cartesian coordinates~Ai j ,k are then converted

into spherical components~Asph
i j ,k by using the respective transformation matrix.The electric far
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Allocation matrixEnθ,nφ

Definitionθ = 0
Definitionφ = 0
Definition rad = 1.0 ·104

for i= 1,Nθ
Calculation ofθi with ∆θ andi
for j= 1,Nφ

Calculation ofφ j with ∆φ andj
Calculation of~r i j with rad, θi , φ j

Conversion from~r i j into~xi j

Defintion∆l = λ
K

DefinitionEdipole= 0
for k=1,K

Assignation of~x′k andIk
Calculation ofψi j ,k with~xi j and~x′k
Definition of~lk with value∆l and vector~ι
Calculation of~Ai j ,k with Ik,~lk andψi j ,k

Conversion from~Ai j ,k into~Asph
i j ,k

Calculation of~Ei j ,k with ~Asph
i j ,k

Summation of~Ei j ,k to ~Edpl
i j

end

Storage of~Edpl
i j in ~Ei, j

end
end

Table 3.1 : Code structure for far field calculation of a modelled finite length dipole

field is then computed according to (1.77) by means of the vector potential results. Furthermore,
an observation space in spherical coordinates has been defined for the calculation of the far field.
This space is characterized by the respective spherical vector composed of its radial component
r and its two angular components, these are, in elevationθ and azimuthφ, respectively. Because
of the far field calculation, the radial value must be constant for the observing space. Moreover,
it has to exhibit a huge value, for instance in this validation caser = 1.0·104m. TheNθ θ-values
and theNφ φ-values have been defined and limited by the range[0◦,360◦]. Table 3.1 shows the
code proceeding for the far field analysis of this validation.

For the implementation of the aforementioned algorithm procedure, the respective functions
have been embedded in three loop structured code. The code allocates a complex field matrix
for theNθ ·Nφ far field vectors according to the defined observation space in the beginning. As
shown in table 3.1, the loop controled variablesθ andφ are set to their starting values before
any calculation. Two merged loops "scan" the observation space by varying the values of the
spatial angles. For it, at each step of the first loop the valueof θ is enhanced by a∆θ. Similarly,
the value ofφ is increased by a∆φ, when the second loop progress. Inside these two loops the
spherical vector towards the observing point~r i, j is defined and transformed by a matrix into a
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cartesian vector~xi, j . Furthermore, the field function value~Ei j ,k is set to its starting value and
the length of the elementary dipoles∆l is computed. Then, the third loop comes into action
by assignating the position of the source~x′k as well as the currentIk and defining the dipole
element orientation~l . In addition to that, the phaseψi j ,k is calculated with the values of~xk and
~x′k. By means of all the latter values, the vector potential~Ai j ,k and the field contribution~Ei j ,k

are computed. The third loop is run until the field contribution of the last dipole element is
computed. At the end of these loop the attained complex vector value~Edpl

i j for the observation
point (θi,φ j) is stored as an element of the complex field matrix. At the end of the other two
loops this complex matrix is filled with all electric field vectors for the defined observations
points.

In order to have a comparison with other results, the analytical function for calculating a
dipole oriented along the z-axis derived in [1] and presented in (3.8) in chapter 1 has been
implemented by means of a small code in MATLAB. The discretized formula of the respective
field function for such a dipole for theNθ ·Nφ observing points with the form(θi,φ j) has the
following form

Er
i j = 0

Eθ
i j = jZ0

I0e−jk0r i j

2πr i j
· cos(k0l

2 cosθi)−cos(k0l
2 )

sinθi

Eφ
i j = 0 (3.8)

Therein,Z0 is the intrinsic or wave impedance,k0 the wavelength,l the dipole length,I0 the
dipole excitation andr i j the distance toward the observation point in direction(θi,φ j), respec-
tively. The radiation pattern for both approachs and for several dipole cases has been computed.
For each case the three-dimensional pattern is shown by means of cuts in elevation and azimuth
direction. Furthermore, it has to be remarked that in the following cases the lengths of the
dipoles are given inλ that represents the wavelength. The first case run has been for a λ

2 dipole.
The respective pattern is shown in figure 3.6. In addition to that, the calculation result in form
of the radiation pattern for aλ dipole is shown in the figure 3.7.

In diagrams 3.9 and 3.8 the plots give the graphical description of the radiation behaviour
of the dipoles of length34λ and 3

2λ.
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Figure 3.6 : Pattern comparison for aλ2 dipole in elevation
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Figure 3.7 : Pattern comparison for aλ dipole in elevation
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Figure 3.8 : Pattern comparison for a32λ dipole in elevation
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Figure 3.9 : Pattern comparison for a54λ dipole in elevation
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3.3.3 Effects of the ground plane

A microstrip antenna has in the general case always a ground plane. This metallic plate has
an important influence on the antenna radiation. Therefore,it has to be included into the patch
antenna model. In chapter 1 the radiation influence an infinite perfect electric conductor (PEC)
plate on a simple dipole has been examined. In the respectiveexample, the dipole is positioned
parallel to the PEC plane at a certain distance, as it is the case for the equivalent sources used
for representing the patch surface of the microstrip antenna. Consequently, the currents of the
equivalent sources are oriented parallel to the ground plane. Moreover, equation (1.86) shows
that the reflected waves enhances the radiation by a so-called "array factor". Thus, this influence
on the antenna radiation can be taken into account by applying such a factor on every equivalent
source of the patch antenna model. Consequently, the following "array factor" function, which
is dependant on the source regarded, is multiplied to the electric field function of the sources.
Furthermore, the values underneath the ground plane have tobe nulled. The resulting expression
is

~EGPE
i j ,mn=

{
~Ei j ,mn·2jsin(k0hcosξi j ,mn) for − π

2 < ξi j ,mn< π
2

0 else
(3.9)

at which h is the distance between ground plane and the equivalent source. The spatial
angle shiftξi j ,mn is enclosed by the normal vector~nmn of the patch surface element(m,n) and
the distance vector∆~r i j ,mn between the source position point and the observing point. Thus, the
angleξi j ,mn can be calculated by the following formula

cosξi j ,mn=
∆~r i j ,mn·~nmn

|∆~r i j ,mn| · |~nmn|
=⇒ ξi j ,mn= arccos

(
∆~r i j ,mn·~nmn

|∆~r i j ,mn| · |~nmn|

)
(3.10)

The distance vector is defined as∆~r i j ,mn =~r i j −~r ′mn. Therein,~r ′mn is the source position
vector,~r i j is the vector towards the observing point in direction(θi,φ j), respectively. It has to
be remarked that the expression (3.9) is a discretized version of equation (1.86) presented in
chapter 1. Furthermore, due to angleξi j ,mn’s dependancy of the normal vector of the metallic
ground surface and of the source position vector, expressions (3.9) and (3.10) allow to model
an infinite ground plane described by any arbitrary planar surface in space. Moreover, it can be
denoted that the normal vector can be retrieved mathematically by doing partial derivatives on
the surface function at the required or analysed geometrical point. A more detailed description
of this calculation can be found in appendix A. There, the formula for obtaining the normal
vector of a tangent plane at a certain point is given.

3.3.3.1 Validation: different dipoles over a ground plane

Certain cases, wherein finite length dipoles are modelled byequivalent sources, have been anal-
ysed in order to validate the ground plane effects. Figure 3.10 shows the dimension and the
geometrical position of such a dipole. In each validation case the infinite dipole element far
field has been calculated by using the field function of the afore given expression (3.9). Fur-
thermore, expression (3.7) has been used in order to calculate the total field of the finite length
dipole. The validation of the ground plane modelling has been realized in the same way as the
former presented validation of the source modelling. Consequently, the proceeding of the algo-
rithm is the same as for the source modelling algorithm: the dipole is symmetrically modelled
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Figure 3.10 : A x-direction oriented dipole positioned over a PEC layer

along one of the coordinates axis with the coordinates origin as reference point and by means of
K equivalent sources. All sources are treated as elementary dipoles of same length∆l and ori-
ented in~l = ∆l ·~ι. The vector potential contributionAi j ,k of each dipole element is computed by
means of the angleψi j ,k, the excitationIk, the oriented length~l and vectors~r i j and~r ′k according
to (3.1). The latter equation has been adapted to the dipole cases by definingm= k andn = 1.

Furthermore, the cartesianAi j ,k is transformed into the sphericalAsph
i j ,k that is used to obtain

the field contributionEi j ,k. This field contribution is the required field in equation (3.9) in order
to yield the radiated field with the ground plane effect~EGPE

i j ,k . For it, the angleξi j ,k has been
calculated by means of the vectors∆~r i j ,k and~nk. The first vector has been attained by subducting
the source position vector from the vector towards the observation vector, this is∆~r i j ,k =~r i j −
~r ′k. Concerning the definition of the normal vector~nk for each equivalent source, one of the
orthonormal axis vectors, which are orthogonal to the dipoles orientation, has been chosen as
respective normal vector. The choice has been done according to the desired placement of the
infinite PEC plate. Since all the sources lie on the same axis in a queue and the planar ground
surface is infinite, all theK elements have the same normal vector~nk =~n. Moreover, a special
case takes place if the geometrical location of the discretized dipole is on the x-y-plane and if the
dipoles length is small in comparison to the distance towards the observing point. The spatial
angleξi j ,k overlaps with the region of the angleθi . Thus, this spatial angle can be obtained by
means of the elevation values, fact that diminish the computer calculations. Another special
case happens for a placement of the finite dipole along the z-axis: the spatial angle becomes
ξi j ,k = π

2 −θi .

Concerning the implementation of the algorithm, the code structure given in table 3.1 has
been used, however, the latter has been extended with the calculations of the ground plane’s
normal vector~nk, the difference vector∆~r i j ,k, the angleξi j ,k, and the field contribution with
the ground plane effect~EGPE

k . The respective calculation steps have been added to the third
loop inside the code structure. Furthermore, the observation space has been defined byNθ ·Nφ
observing points(r,θi,φ j) lying in the far field withi = 1, . . . ,Nθ and j = 1, . . . ,Nφ as well as
a constant huge-valued radiusr = 1.0 ·104. Consequently, the resulting fields have been stored
in a complexNθ×Nφ matrix. Table 3.2 shows the extended third loop, which replaces the third
loop of the previous code structure (table 3.1).

A comparison between the results obtained by the source modelling approach and the ones
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Definition of start values
. . .
for i= 1,Nθ

. . .
for j= 1,Nφ

. . .
for k=1,K

Assignation of~x′k andIk
Calculation ofψi j ,k with~xi j and~x′k
Definition of~lk with value∆l and vector~ι
Calculation of~Ai j ,k with Ik,~lk andψi j ,k

Conversion from~Ai j ,k into Asph
i j ,k

Calculation of~Ei j ,k with Asph
i j ,k

Calculation of~nk with~ι
Calculation of∆~r i j ,k with~xi j and~x′k
Calculation ofξi j ,k with~nk and∆~r i j ,k

Calculation of~EGPE
i j ,k with ~Ei j ,k andξi j ,k

Summation of~EGPE
i j ,k to ~Edpl

i j

end

Storage of~Edpl
i j in ~Ei, j

end
end

Table 3.2 : Part of the code structure for far field calculation of a modelled horizontal dipole



86 CHAPTER 3. DEVELOPMENT OF A HYBRID METHOD

0    (db)−10−20−30
  0°

 30°

 60°

 90°

120°

150°

180°

210°

240°

270°

300°

330°

equiv.sources method, phi= 0
analytic approach, phi= 0

Figure 3.11 : Pattern comparison for aλ
10 dipole at h= λ

8 over a PEC plane in elevation

by using straigthforward the analytical functions for the ground plane effect on a dipole has been
made. For it, the analytical equation (1.86) of chapter 1 hasbeen evaluated using the previous
presented analytical function for computing a dipole oriented along the z-axis in (3.8). Both
formulae have been implemented in an MATLAB code. The radiation pattern for the analytical
and the source modelling approachs for the case of aλ

10 elementary dipole.

Furthermore, the influence of the distanceh between radiation element and PEC layer on aλ
finite length dipole is presented in the following figure 3.15. The air-filled region separates with
its thicknessh the metallic ground plane from the radiating dipole. The reflecting metallic layer
of infinite size is characterized by a perfect conducting behaviour and by a negligible thickness.
As in the validation for the dipole modelling, the dipole of lengthλ is fed with a sinousoidal
current according to equation (1.78) in chapter 1.
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Figure 3.12 : Pattern comparison for aλ
10 dipole at h= λ

4 over a PEC plane in elevation
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Figure 3.13 : Pattern comparison for aλ
10 dipole at h= λ

2 over a PEC plane in elevation
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Figure 3.14 : Pattern comparison for aλ
10 dipole at h= λ over a PEC plane in elevation
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Figure 3.15 : Pattern in elevation for a finite length dipole over a PEC plane for different heights
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Figure 3.16 : Geometry of a horizontal electric dipole on an infinite grounded dielectric slab

3.3.4 Dielectric layer effects

The modelling of a microstrip patch antenna by means of equivalent sources has to take into
account the influence of the dielectric layer on the radiation. Therefore, Moini-Mazandarani
[11] and Bokhariet al. [51] developed additional functions for the far field case inorder to apply
them directly to the spherical field function. Furthermore,[7] presents dielectric describing
functions in order to use them for patch radiation calculation. Reference [11] approachs these
functions by analysing and evaluating the potential equations of a Hertztian dipole in air and in
the dielectric medium. The necessary integral equations are obtained from the dyadic Green’s
function. These Sommerfeld integrals are solved by means ofFourier transformation.

In a similar way the second approach in [51] examines and evaluates by means of the Fourier
transformation the integral equation obtained from Green’s theorem for an elementary dipole
that is considered to be an x-directed horizontal electric dipole (HED) on an infinite grounded
dielectric slab as depicted in figure 3.16. This infinite expanding medium is limited by a second
medium above and a metallic layer underneath. The second medium is composed of air and
hence defined by its constant valuesσ0 = 0, µ0 = 1 andε0 = 1. The first medium corresponds
to a dielectric substrate described by the following valuesσ1 = 0, µ1 = µ0, ε1 = ε0εr . The last
layer is a perfect conducting plate that is characterized byits constantσ2 = ∞.

By an application of the volume equivalence theorem, the dielectric layer can be replaced by
equivalent volume polarisation currents. Moreover, applying image theory, the infinite ground
plane is replaced by images of these currents. Hence, the entire geometry is composed by a set
of equivalent currents all radiating in free space. The total field is equivalent to the superposition
of all contributions of these sources. The far field~E f ar

diel due to the polarisation currents~Jp can
be given as
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~E f ar
diel(kx,ky,kz) = Ed0

Z h

−h
dz

Z ∞

∞

Z ∞

∞
~Jp with Ed0 = − jk0Z0

e− jk0r

4πr
(3.11)

Therein,kx, ky andkz are the Fourier transform variables in the spatial frequency domain,
k0 the free-space wavelength,Z0 the intrinsic impedance andr the magnitude of the observa-
tion vector~r, respectively. For the latter expression, the excitation sources are assumed to be
unbounded polarisation currents in the dielecric layer. Nevertheless, the resulting functions are
valid for bounded sources and for an observation point outside the source region. The polarisa-
tion currents are defined as

~Jp(x,y,z) = jk0
Z0

(εr −1)~En
diel for |z| ≤ h (3.12)

where~En
diel stands for the actual electric field in the dielectric slab caused by the HED. The

rectangular components for the latter field can be obtained in closed-form in the two dimen-
sional Fourier transform domain. By introducing them into equation (3.11) and applying the
Fourier integral theorem, the expression for~E f ar

diel reduces to a single integral along z that can
be calculated. This approach is called mixed potential integral equation technique (MPIE) by
Bokhariet al. in [51]. Consequently, the following rectangular components are obtained

E f ar
diel,x(θ,φ) = j2Ed0

[
T cosθcosφ2

D f
TM

+
sinφ2

D f
TE

]
· (Acosθ−TB) (3.13)

E f ar
diel,y(θ,φ) = j2Ed0cosφsinφ

[
T cosθ
D f

TM

− 1

D f
TE

]
· (Acosθ−TB) (3.14)

E f ar
diel,z(θ,φ) = − j2Ed0

[
cosθcosφsinθ(TA−Bcosθ)

D f
TM

]
(3.15)

with

T =
√

εr −sinθ2 (3.16)

A = sin(k0hT)cos(k0hcosθ) (3.17)

B = cos(k0hT)sin(k0hcosθ) (3.18)

D f
TM = εr cosθcos(k0hT)+ jT sin(k0hT) (3.19)

D f
TE = T cos(k0hT)+ j cosθsin(k0hT) (3.20)

These far field components can be transformed into the spherical coordinate system by
means of a coordinate transformation matrix. Knowing that the radial component of the field
vanishes in the far field, only theθ andφ components are calculated as in the following

E f ar
diel,θ(θ,φ) = E f ar

diel,xcosθcosφ+E f ar
diel,ycosθsinφ−E f ar

diel,zsinθ (3.21)

E f ar
diel,φ(θ,φ) = −E f ar

diel,xsinφ+E f ar
diel,ycosφ (3.22)

Furthermore, the far field of the x-directed HED and its imagedue to the infinite ground
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plane are given by

E f ar
HED,θ(θ,φ) = j2Ed0cosθcosφsin(k0hcosθ) (3.23)

E f ar
HED,φ(θ,φ) = − j2Ed0sinφsin(k0hcosθ) (3.24)

As aforementioned the total radiated field is the sum of the latter field contributions. Conse-
quently, the far field of the HED on an infinite grounded dielectric layer is the superposition of
the field due to the polarisation currents and the image of thefield generated by the HED itself
[51]. This can be written as

E f ar
θ (θ,φ) = E f ar

HED,θ +E f ar
diel,θ = Ed0 · fθ (3.25)

E f ar
φ (θ,φ) = E f ar

HED,φ +E f ar
diel,φ = Ed0 · fφ (3.26)

Moreover, due to the fact that the radiation contributionEd0 of the HED is the cause of the
fields coming from the dielectric slab, this contribution can be factored out, leaving the functions
fθ and fφ that represent all interactions due to the infinite groundeddielectric layer. The yielded
functionsfθ and fφ describe the behaviour of electromagnetic waves when they propagate across
the layered stack with a structure composed of a single homogene and isotropic dielectric layer.
Due to the fact, that equation (3.11) is obtained from Green’s theorem and the Green’s function,
these dielectric effect functions are different if the number of dielectric layers is increased.
Consequently, the microstrip antennas defined in the present thesis work are composed of a
single dielectric layer.

For the case pictured in figure 3.16, wherein the dielectric layer spreads in the x-y-plane
plus the HED is oriented in x - direction and the observing point is (r,θ,φ), the far field the
dielectric influence functions have the following form

fθ(θ) =
2cosθ ·

√
εr −sinθ2 ·ejk0hcosθ

√
εr −sinθ2− jεr cosθcot(k0h

√
εr −sinθ2)

(3.27)

fφ(θ) =
−2cosθ ·ejk0hcosθ

cosθ− j
√

εr −sinθ2cot(k0h
√

εr −sinθ2)
(3.28)

Therein,k0 is the free-space wavelength,εr the complex permittivity constant andθ the
spatial angle, respectively. Furthermore, Bahl and Bharthia in [7] give the dielectric influence
functions for a HED oriented in x and y direction derived by means of the vector potential
approach. These are

fθ(θ) = cosθ ·ejk0hcosθ ·
cosθ+

εr−1
εr

sinθ2

cosθ+j
√

εr−sinθ2 tan(k0h
√

εr−sinθ2)

cosθ− j
√

εr −sinθ2cot(k0h
√

εr −sinθ2)
(3.29)

fφ(θ) =
cosθ ·ejk0hcosθ

√
εr −sinθ2cot(k0h

√
εr −sinθ2)

(3.30)
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The functionsfθ(θ) and fφ(θ) are multiplied to the respectiveEθ andEφ component of the
electric far field like in the following

Eθ,diel = fθ ·Eθ (3.31)

Eφ,diel = fφ ·Eφ (3.32)

From expressions (3.27) until (3.30) it becomes apparent, that functionsfθ and fφ have the
spatial angleθ as an essential variable. In the corresponding case the dielectric layer expands
along the x-y plane and hence the z-axis becomes the normal vector of the dielectric surface and
of the radiating element. Furthermore, this angle gives theinclination between the observation
point (r,θ,φ) and the z-axis. Consequently, these functions depend geometrically mainly of the
angular position of the layer with respect to the cartesian coordinates system. Moreover, this
angle depends of the dielectric surface normal and the vector towards the observing point. This
means that for the same dielectric layer, but that expands onan arbitrary plane, the functionsfθ
and fφ can be adapted with the respective angle.

In addition to that, the reader may have noticed that this angle is equivalent to the afore
presented spatial angleξ used in the ground plane modelling in equation (3.9). The latter case
can be interpreted as a special case of the dielectric modelling case, wherein air is the dielectric
medium. Consequently, the spatial angleξ is calculated by the afore given formula in equation
(3.10). Moreover, for the case of modelling a radiating patch by means ofM ·N element(m,n)
the functions in equation set (3.32) are matched by replacing the angleθ depending functions
by ξi j ,mn depending ones. The new adapted functions, which describe the influence of dielectric
layer positioned arbitrarily in space on a source whose current is one-dimensionally directed for
an observation point(r,θi,φ j in the far field, are

f θ
i j ,mn =

2cosξi j ,mn·
√

εr −sinξi j ,mn
2 ·ejk0hcosξi j ,mn

√
εr −sinξi j ,mn

2− jεr cosξi j ,mncot(k0h
√

εr −sinξi j ,mn
2)

(3.33)

f φ
i j ,mn =

−2cosξi j ,mn·ejk0hcosξi j ,mn

cosξi j ,mn− j
√

εr −sinξi j ,mn
2cot(k0h

√
εr −sinξi j ,mn

2)
(3.34)

Furthermore, the new adapted dielectric effect functions for a source with a two-dimensional
directed current are

f θ
i j ,mn = cosξi j ,mn·ejk0hcosξi j ,mn ·

·
cosξi j ,mn+

εr−1
εr

sinξi j ,mn
2

cosξi j ,mn+j
√

εr−sinξi j ,mn
2 tan(k0h

√
εr−sinξi j ,mn

2)

cosξi j ,mn− j
√

εr −sinξi j ,mn
2cot(k0h

√
εr −sinξi j ,mn

2)
(3.35)

f φ
i j ,mn =

cosξi j ,mn·ejk0hcosξi j ,mn

√
εr −sinξi j ,mn

2cot(k0h
√

εr −sinξi j ,mn
2)

(3.36)
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Figure 3.17 : A x-direction oriented dipole embedded on the top of a grounded substrate

In the present thesis work the modelled microstrip antennasare assumed to be composed
of a dielectric layer surrounded by air such as the afore described structure. Each medium is
defined by its electric conductivityσ, its magnetic permeabilityµ and its dielectric permittivity
εr . The patch is supposed to be printed on or submerged in the dielectric substrate’s upper side.
Although dielectric losses can be taken into account, in thepresent thesis work all dielectric
substrates are treated as lossless media.

In addition to that, the finite size of the ground plane is not taken into account. Bokhariet
al. propose in [51] to use the calculated currents on the patch for the infinite ground plane case
in order to scatter the respective radiation on a finite ground plane. For the evaluation of these
induced currents the weak conjugate gradient fast Fourier transform (WCG-FFT) technique,
which tests the electric field integral equations with roof-top basis functions, is used. Another
possible way to include the effect of a finite ground plane is given by Huang in [52]. Therein, the
Slot theory or the Modal Expansion Technique combined with GTD is proposed as approach.

3.3.4.1 Validation: Finite length dipole on a grounded substrate

A finite length dipole has been modelled by equivalent sources analysed in order to validate
the dielectric effects. The dipole has a length ofL = λ0

2 and a diameter of negligible size. It
is embedded at the top of a grounded dielectric layer that is described by its thicknessh =
0.2λ0 and its permittivityεr = 2.35. The dielectric layer and the ground plane, which is a
perfect electrical conductor (PEC) layer, expand along thex-y-plane. Figure 3.17 shows the
geometrical position of such a dipole. For this validation case, the effects from the grounded
dielectric have been taken into account by applying the dielectric effect functions according to
expressions (3.35) and (3.36). Furthermore, the total radiated field of the finite length dipole
has been acquired by using equation (3.7) and following the steps of the afore given proceeding
for the source modelling algorithm.

Figure 3.18 shows the calculated E-plane and H-plane pattern for the modelled dipole. This
validation case have been simulated and analised in [11]. The results using the equivalent
sources method yield the same pattern plots presented therein.
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Figure 3.18 : E-plane and H-plane pattern of a finite length dipole embedded on a grounded
substrate

3.3.5 Far field radiation of a microstrip antenna

According to the basic concept of the approach presented in the present thesis work, the field
generated by the radiating region of the microstrip antennacan be seen as a superposition of the
field contributions generated by the radiating surface elements that are characterized by equiv-
alent sources. These sources lie equally separated in the region that represents the radiating
region of the antenna, namely, the patch surface. This meansthat all the electric field contribu-
tions of the equivalent sources have to be summed up in order to obtain the field of the entire
microstrip antenna. Each field of these contributions is yielded with the afore presented far
field algorithm conceived for an equivalent source. Consequently, the field of the microstrip an-
tenna~Epatch

i j for an observation point(r,θi ,φ j) in the far field is obtained by using the following
formula

~Epatch
i j =

M

∑
m=1

N

∑
n=1

~Ei j ,mn (3.37)

In the latter equation~Ei j ,mn stands for the field contributions of an equivalent source assum-
ing the discretization of the radiating surface inM ·N small elements. Therefore, the first step in
order to obtain the far field radiation of a patch antenna is todiscretize the patch surface in small
surface elements. Second step is to calculate the position and normal vectors at the geometrical
centres of these discrete surfaces. Third step is to obtain or to calculate the current density. Last
step is to compute the far field contributions of all discretesurfaces.

The geometrical discretization of the radiating surface isrealized by means of different
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positioning algorithms developed for the present thesis work. These algorithms distribute the
discrete surface elements in space according to the surfacereal form conceiving a structure that
approximates it. Furthermore, the positioning modules yield to obtain all the positions of the
surface element centres in space, resulting in a meshed lattice. In all modules the dimension of
the distances between the surface element centres are handled so that the discretized surfaces
can be represented by equivalent sources, namely infinitesimal dipoles. Consequently, the size
for each side of a grid rectangle has been chosen to be smallerthan a tenth of the wavelength.
These resulting positions are stored in a matrix, whose elements are the position coordinates
of the surface elements. Moreover, these elements are the position vectors of the equivalent
sources. The positioning procedure at all modules starts from a reference point that can be the
geometrical centre of the respective surface. The choice onthe positioning algorithm depends
on the kind of surface of the modelling patch. The positioning algorithms for planar, cylindrical
and spherical surfaces have been developed in this work and these are presented later on.

Assuming the discretization of the radiating surface inM ·N small surface elements, the
positioning algorithms yields aM×N matrix containing all positioning vectors towards the ge-
ometrical centre of these discrete surfaces. For each geometrical point described by the resulting
position matrix, the normal vector of the respective discrete surface at this point is calculated.
Depending on the surface structure, the latter can be accomplished by applying the respective
analytical function or approximating the normal vector geometrically. The normal vector cal-
culation algorithm generates a matrix with the same size of the position matrix. Both approach
are presented together with the positioning algorithm later on. Furthermore, due to the fact
that in the present thesis work conformal arrays are approximated by planar patch elements, the
normal vectors of all discrete surfaces that belong to a patch element are the same.

Concerning the current densities at the discrete surfaces,an external analysis method in
order to retrieve these excitations is used. At the present thesis work, the required currents
densities at the patch surface have been calculated by meansof FDTD or FIT. Due to the fact
that the required grid structure in FDTD or FIT is finer than the discretisation lattice produced by
the positioning modules of the present thesis work, the algorithm averages the current densities
calculated by the external method into the required excitations for the equivalent sources of the
discrete surfaces. This is realized by comparing the grid rectangles of the external method and
the internal positioning module: the dimensionsLint andWint of the internal grid cell are divided
by the dimensionsLext andWext of the external cell. The acquired valuesP1 andP2 are summed
up intoP. This resulting value gives the number of external cells that contain one internal mesh
cell.

P1 = Lint
Lext

P2 = Wint
Wext

→ P = P1+P2 (3.38)

Consequently, the current densities~Jext
p of these external cells are averaged resulting in one

current density value~Jeq.s for the internal grid rectangle.

~Jeq.s = 1
P ·

P

∑
p=1

~Jext
p (3.39)

Furthermore, the option of calculating the current densities by means of the cavity model is
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given in the present thesis work. Therein, the excitations are approximated by dipole moments
that are equivalent to a multiplication of the current distribution at the dielectric layer surface by
the orientation length of elementary dipoles. Each oriented length is defined by the orientation
vector and the length of the elementary dipole. The orientation vector of a discrete surface is
composed of the vectors that stretch the area of the discretesurface. Due to the fact that the
present thesis work handles planar patch elements, these vectors are the same for all discrete
surfaces. The length of the elementary dipole is equivalentto the minimum size of the internal
grid cell sides. It has to be remarked that the algorithm in the present thesis work computes
for each arbitrary positioned surface element the requiredtwo vectors, which expand the area
of the patch surface, by means of the surface normal vector. Moreover, the algorithm steers
the contribution of these vectors at the composition of the orientation vector. Consequently, the
elementary dipole orientation can be defined by the user.

The computation of the complex field contributions~Ei j ,mn of the equivalent sources, which
represent the surface elements of a discretized patch surface, is realized by merging the algo-
rithm for the radiation of such a discretized surface element (m,n) in direction(θi,φ j) with the
algorithms that model the ground plane and dielectric effects. For it, expressions (3.4) - (3.6)
and (3.35) - (3.36) have been fusioned yielding the following far field function

Er
i j ,mn ≃ 0 (3.40)

Eθ
i j ,mn ≃ f θ

i j ,mn·
k2

0e−jk0(r i j−r ′mncosψi j ,mn)

j2πωε0r i j
Jθ

i j ,mn (3.41)

Eφ
i j ,mn ≃ f φ

i j ,mn·
k2

0e−jk0(r i j−r ′mncosψi j ,mn)

j2πωε0r i j
Jφ

i j ,mn (3.42)

Therein,k0 = 2π
λ is the wave number,ω = 2π f the angular frequency, andε0 the free-space

permittivity, respectively. In addition,f θ
i j ,mn and f φ

i j ,mn are the dielectric influence functions. Be-
sides that,r i j andr ′mn are the magnitudes of the position vectors towards the observing point~r i j

and towards the source~r ′mn. Furthermore, the required spatial phaseψi j ,mn enclosed by the latter

vectors is obtained using equation (3.2). Moreover,Jθ
i j ,mn andJφ

i j ,mn are the spherical compo-

nents of the surface density~Ji j ,mn. The latter excitation density is calculated as aforementioned
by means of an external module or by using the internal modulethat applies following equation

Jθ
i j ,mn = Imn(l

x
mncosφ j + ly

mnsinφ j) (3.43)

Jφ
i j ,mn = Imn(−lx

mnsinφ j + ly
mncosφ j) (3.44)

In the latter expressionlx
mn, ly

mn are the cartesian components of the oriented length~lmn. It
had to be said, that for a planar patch the componentlz

mn, whose direction is parallel to the
normal vector of the patch surface, is equivalent to zero dueto the fact that the electric cur-
rents exist only on the patch surface. Consequently, it doesnot appear in the latter equation set.
Furthermore,Imn is the excitation current of element(m,n). Its value is obtained by using the
cavity model approach that is presented in the present thesis work later on. Moreover, the mul-

tiplication of the vector~Ji j ,mn and the Green’s function terme
−jk0(ri j −r′mncosψi j ,mn)

r i j
in expressions
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(3.40) - (3.42) can be interpreted as the discrete vector potentialAi j ,mn in spherical coordinates
if compared with afore given cartesian expression of the magnetic potential in (3.1).

3.3.5.1 Validation: planar patch antennas with dielectric

Based on the algorithm proceeding used at the validation foran equivalent source and on the
afore given function that enhances the equivalent source handling with ground plane and di-
electric effects, an algorithm for the far field analysis hasbeen developed. Consequently,
the proceeding of this algorithm is similar as for the sourcemodelling: the radiating patch
is symmetrically modelled in reference to its geometrical centre by means ofM ·N equivalent
sources. The latter point is defined by a position vector inside a cartesian coordinate system.
All sources are treated as elementary dipoles of same length∆l with the same orientation in
~lmn =~l = ∆l · (~ι1 +~ι2). ~ι1 and~ι2 are the cartesian tensing vectors of the patch surface. The
vector potential contributionAi j ,mn in Cartesian coordinates of each surface element(m,n) is
computed by means of the angleψi j ,mn, the excitationImn, the oriented length~l and vectors~r i j

and~r ′mn according to (3.1). Furthermore, the computation of the spatial angleψi j ,mn has been
realized according to (3.2). Moreover, in case of existing external precalculated current den-
sities~Ji j ,mn, the cartesian vector potential is obtained by multiplyingthese excitations with the
Green’s function term.

Furthermore, the Cartesian vector potential is transformed into spherical form yielding
Asph

i j ,mn that is used in combination with the spherical dielectric effects functionsf θ
i j ,mn and f φ

i j ,mn
according to (3.29)-(3.30) and with other constants according to (3.40) - (3.42) in order to ob-
tain the field contributionEi j ,mn. The resulting field contribution is consequently the radiated
field of an equivalent source with the ground plane and dielectric effect. Furthermore, the re-
quired angleξi j ,mn for attaining f θ

i j ,mn and f φ
i j ,mn has been calculated by means of the vectors

∆~r i j ,mn=~r i j −~r ′mn and~nmn according to (3.10). Besides that, the normal vector~nmn is for all sur-
face elements the same due to the planar patch surface assumption. Consequently, the normal
vector at each source is equivalent to the patch surface normal vector, this is~nmn=~nsur f.

The implementation of the algorithm has been realized with aFORTRAN code whose struc-
ture is given in table 3.3. For it, an observation space has been defined byNθ ·Nφ observing
points with the form(r,θi,φ j) lying in the far field withi = 1, . . . ,Nθ and j = 1, . . . ,Nφ as well
as a constant huge-valued radiusr = 1.0·104. The resulting fields have been stored in a complex
Nθ ×Nφ matrix.

In order to calculate all points of the observing space, two loops are run like in the case for
the dipole’s simulation. These external loops in the FORTRAN code vary the anglesθi andφ j

in the range of[0◦,360◦] starting with values of 0◦. Inside these loops the vector towards the
observation point~r i, j defined by the constant radius and the anglesθi andφ j is converted by
a transformation matrix from this spherical into Cartesiancoordinates yielding in~xi, j . Then,
the field calculation of the patch for this observing point isstarted. Due to the fact that the
equivalent sources model a two dimensional radiating surface, the realization of the required
calculations has to be done with the help of two loops. These internal loops steer the variables
and functions that contribute to the computation of the patch field. The first step inside these
loops is to assign the required information to the respective variables: the position vector~x′mn
of the equivalent source, the normal vector at this point~nmn =~nsur f, the current valueImn plus
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Allocation matrixEnθ,nφ

Definitionθ = 0
Definitionφ = 0
Definition rad = 1.0 ·104

Definition of start values
for i= 1,Nθ

Calculation ofθi with ∆θ andi
for j= 1,Nφ

Calculation ofφ j with ∆φ andj
Calculation of~r i j with rad, θi , φ j

Conversion from~r i j into~xi j

DefinitionEpatch= 0
for m=1,M

for n=1,N
Assignation of~x′mn, Imn plus∆l or ~Ji j ,mn, ~ι1, ~ι2 and~nsur f

Calculation ofψi j ,mn with~xi j and~x′mn

Definition of~lmn with value∆l and vectors~ι1 and~ι2

Calculation of~Ai j ,mn with Imn,~lmn andψi j ,mn

or with ~Ji j ,mn andψi j ,mn

Conversion from~Ai j ,mn into Asph
i j ,mn

Assignation of~nmn with~nsur f

Calculation of∆~r i j ,mn with~xi j and~x′mn
Calculation ofξi j ,mn with~nmn and∆~r i j ,mn

Calculation off θ
i j ,mn and f φ

i j ,mn with ξi j ,mn

Calculation of~Ei j ,mn with Asph
i j ,mn

Summation of~Ei j ,mn to ~Epatch
i j

end
end

Storage of~Epatch
i j in ~Ei, j

end
end

Table 3.3 : Code structure for field calculation of a modelled microstrip patch antenna
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Figure 3.19 : Geometry of a rectangular microstrip patch antenna

the elementary dipole length∆l or eventually the current density~Ji j ,mn in Cartesian coordinates,
and the surface tensing vectors~ι1, ~ι2. As next step, the required geometrical functions like
the spatial anglesψi j ,mn andξi j ,mn, and if necessary the dipole orientation~lmn, are calculated
with the latter variables. By taking all these required geometrical values in addition to the
latter variables, the Cartesian vector potential~Ai j ,mn and the dielectric effects functionsf θ

i j ,mn

and f φ
i j ,mn are computed. Furthermore,~Ai j ,mn is converted in spherical coordinates resulting in

Asph
i j ,mn. The forelast step inside the internal loops is to obtain theelectric field~Ei j ,mn for the

element(m,n) by means of the vector potential and the dielectric effects functions. At the
end of internal loops the obtained field components~Ei j ,mn are summed up in order to define

the complex electric far field~Epatch
i j for the observation point(r,θi,φ j). Moreover, each of the

resulting field values is stored as an element of aNθ ×Nφ complex matrix. At the end of the
external loops a complex field matrix for the desired observing space is obtained.

Validation cases for the patch modelling have been realizedwith some examples of mi-
crostrip antennas. For it, simulations with the developed code have been performed. Paralell to
it, analytical formula has been derived following the same procedure introduced in [7] in order
to validate the results. Therein, the patch antennas are modeled as resonant cavities. Further-
more, their radiation behaviour is approximated by dielectric walls that behave like radiating
apertures. For the first validation case, the microstrip antenna has a rectangular patch. The
geometry of the latter is depicted in figure 3.19. As aforementioned, the result of the method
conceived in the present thesis work is compared with the oneof an analytical formula. Con-
sequently, the following analytical equation set for the far field of a microstrip antenna lying in
the x-y-plane has been derived and implemented
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Er
i j ≃ 0

Eθ
i j = −j

k0hwI0e−jk0r i j

πr i j Z0




cosφ j

sin
(

k0w
2 sinθi sinφ j

)

k0w
2 sinθi sinφ j

sin
(

k0h
2 sinθi cosφ j

)

k0h
2 sinθi cosφ j




 ·

·cos

(
k0Le f f

2
sinθi cosφ j

)
· fθ(θi)

Eφ
i j = −j

k0hwI0e−jk0r i j

πr i j Z0




cosθi sinφ j

sin
(

k0w
2 sinθi sinφ j

)

k0w
2 sinθi sinφ j

sin
(

k0h
2 sinθi cosφ j

)

k0h
2 sinθi cosφ j




 ·

·cos

(
k0Le f f

2
sinθi cosφ j

)
· fφ(θi) (3.45)

Therein,L andw are the geometrical size of the patch,h the dielectric thickness, respectively.
I0 is the feeding current,k0 the free space wave number,Z0 the intrinsic impedance, respectively.
Furthermore,fθ and fφ are the dielectric effect functions defined in equations 3.27 and 3.28. In
addition to that,Le f f stands for the effective length, which takes into account the length of the
patchL as well as the length∆L of the region where fringing effects take place. The fringing
fields let appear the patch electrically longer comparing toits physical dimension. Hence the
amount of fringing is a function of the patch length and width. According to [1] the effective
lengthLe f f can be defined by the following expression

Le f f = L+2∆L (3.46)

The length∆L that describes the geometrical influence region of the fringing fields, is de-
fined by following relation

∆L

h
= 0.412

(
εe f f +0.3

)(
L
h
+0.264

)
(
εe f f −0.258

)(
L
h
+0.8

) (3.47)

The required effective dielectric constantεe f f is defined as in the following formula

εe f f =
εr +1

2
+

εr −1
2

[
1+12

h

W

]− 1
2 W

h
> 1 (3.48)

A rectangular patch antenna that resonates at the frequencyf = 10.0GHz has been taken
for further analysis. This single layered microstrip antenna with a dielectric thickness ofh =
1.588mm and a permittivity ofεe f f = 2.2 has following patch dimensions:L = 9.06mm and
w = 11.86mm. The behaviour of the latter patch antenna in form of theradiation pattern has
been analysed. In the following diagrams, cuts in elevationof the resulting three-dimensional
patterns are shown. These sections are done forθ = 45◦ andθ = 90◦. Furthermore, additional
cuts in azimuth forφ = 90◦ and φ = 0◦ have been performed. Figures 3.20 and 3.21 show
the radiation pattern in E-plane and H-plane for the first validation case. The pattern plots for
the analytical formula proceeding and for the method developed in the present thesis work,
namely the equivalent source approach, are depicted in the latter figures. The currents used at
the equivalent source approach are calculated by means of the cavity model.
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Figure 3.20 : E-plane directivity of a microstrip antenna with rectangular patch - currents cal-
culated with cavity model

Furthermore, additional diagrams have been plotted in order to compare the radiation be-
haviour caused by currents that are obtained by means of the cavity model and by means of
the accurate FDTD. These pattern plots are given in appendixD to the reader. The respective
figures show that the approximated currents with the help of the cavity model converge towards
the FDTD ones and therefore they are acceptable. Moreover, figures 3.22 and 3.23 depict the
simulation with the equivalent source approach and the FDTDmethod. For them, the currents
have been calculated with FDTD.

The second validation case embraces a simulation of a microstrip antenna with a circular
patch. The geometry of the latter antenna is shown in figure 3.24. The simulation of the method
conceived in the present thesis work is compared with an analytical formula. Consequently, the
following analytical equation set for the far field components of a microstrip antenna lying in
the x-y-plane has been derived and implemented

Er
i j ≃ 0

Eθ
i j = −j

k0haeff I0e−jk0r i j

2r i j Z0
J1(kρaeff)cosφ j [J0(k0aeff sinθi)−J2(k0aeff sinθi)] · fθ(θi)

Eφ
i j = −j

k0haeff I0e−jk0r i j

2r i j Z0
J1(kρaeff)cosθi sinφ j · [J0(k0aeff sinθi)+

+J2(k0aeff sinθi)] · fφ(θi) (3.49)

In the latter equationsJ0, J1 andJ2 stand for the first kind Bessel functions of null, first and
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Figure 3.21 : H-plane directivity of a microstrip antenna with rectangular patch - currents cal-
culated with cavity model
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Figure 3.22 : E-plane directivity of a microstrip antenna with rectangular patch - currents cal-
culated with FDTD
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Figure 3.23 : H-plane directivity of a microstrip antenna with rectangular patch - currents cal-
culated with FDTD
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Figure 3.24 : Geometry of a circular microstrip patch antenna
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Figure 3.25 : E-plane directivity pattern of a microstrip antenna with circular patch - currents
calculated with cavity model

second order, respectively. Moreover,kρ is the wave number in radial direction,I0 the feeding
current,h the dielectric layer thickness,k0 the free space wave number, andZ0 the intrinsic
impedance, respectively. Furthermore,fθ and fφ are the dielectric effect functions defined in
equations 3.27 and 3.28. As in the rectangular case patch, the region, wherein fringing effects
take place, is taking into account by defining an effective radiusaeff . This radius has generally
greater values than the actual physical radiusa because the fringing fields let appear the patch
electrically larger. The effective radius is yielded by means of the following expression

aeff = a

(
1+

2h

πaεr

[
ln(πa

2h)+1.7726
])

1
2

(3.50)

For the validation, a circular patch antenna with the resonance frequencyf = 10.0GHz
has been taken for further analysis. This single layered microstrip antenna with a dielectric
thickness ofh = 1.588mm and a permittivity ofεe f f = 2.2 has a circular patch described by
its physical radiusa = 5.25mm. The necessary currents have been acquired by using thecavity
model. In order to test the simulation with the analytical formulae, the radiation behaviour has
been visualized by means of plots. The respective diagrams are presented in figures 3.25 and
3.26. Additional plots have been realized in order to compare the results with currents by means
of the cavity model in contrast to the acquired currents withFDTD. These figures are shown in
appendix D to the reader. These plots demonstrate that the approximated currents with the help
of the cavity model are acceptable.

As in the other examples the plot lines of both methods are depicted. In these diagrams
the curves show the radiation pattern of the microstrip antenna in elevation forθ = 45◦ and



3.3. PATCH ANTENNA MODELLING BY EQUIVALENT SOURCES 105

20    (db)100−10−20−30
  0°

 30°

 60°

 90°

120°

150°

180°

210°

240°

270°

300°

330°

equiv.sources method, phi= 90
analytic approach, phi= 90

�

�

�

Figure 3.26 : H-plane directivity pattern of a microstrip antenna with circular patch - currents
calculated with cavity model

for θ = 90◦. Furthermore, the pattern in azimuth forφ = 90◦ and forφ = 0◦ are depicted. In
addition to the latter results, a comparison of them with theresults using the FDTD method are
presented in figure 3.27 and 3.28. Therein, the currents havebeen calculated with FDTD.
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Figure 3.27 : E-plane directivity pattern of a microstrip antenna with circular patch - currents
calculated with FDTD
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Figure 3.28 : H-plane directivity pattern of a microstrip antenna with circular patch - currents
calculated with FDTD
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3.4 Positioning algorithms

As aforementioned a positioning module has been conceived in the present thesis work. This
tool is used to calculate the position of the geometrical centres of the elements on the surface
of a planar or conformal array. The position distribution procedure is realized according to
the desired spacing values and it starts from a reference point that is the geometrical centre of
the surface. The position distribution procedure can be interpreted as a discretization of the
handled surface by surface elements whose size is defined by the spacing values. Consequently,
the implemented positioning algorithms are used also for the discretization of the patch surface
belonging to the microstrip elements of the array. AssumingdesiredU ·V array elements, the
positioning algorithms yields aU ×V matrix containing all positioning vectors. The modules
in the present thesis work are conceived for planar, cylindrical and spherical positioning.

Furthermore, the concept of these three positioning modules for flat and curved surfaces is
based on geometry. Consequently, several mathematical formulae have been applied. More-
over, the geometry dependant concept can be used of any otherkind of surface as far as its
mathematical form is known or given. The reader has to be informed that the word "distri-
bution" associated with a geometrical context in the present thesis work and specially in this
section refers always to the localization of the geometrical positions of points on a certain sur-
face. Moreover, the expressions "position distribution" and "positioning" are equivalent in the
present thesis work. In the following, the surface geometrical centre of the patch surface and
the discretized surface elements are treated as global and local reference points, respectively.
Therefore, the patch surface centre is refered as starting point in the following descriptions of
the distribution modules. Besides that, all the distribution modules developed in the present
thesis work generate equidistant lying geometrical pointson the regarded patch surface.

3.4.1 Planar position distribution

The position distribution module for a planar structure allows to model planar arrays as well as
flat patch surfaces for microstrip antennas. For instance, figure 3.29 shows a possible constel-
lation for a planar patch antenna array. A planar surface is described mathematically by two
vectors that tense this plane. Each of these vectors belongsto a straight line. Both lines have a
common reference point on the tensed surface. The mathematical equation describing a point
(u,v) on planar surface is given by the following formula

~xuv =~xre f +u ·su ·~ιu+v·sv ·~ιv for u = 1, . . . ,U and v = 1, . . . ,V (3.51)

~xuv stands for the position vector of a point that is part of to theplane,~xre f for the position
vector of the reference point on the plane, respectively. Furthermore,~ιu and~ιv are the tensing
vectors andsu andsv are real-valued shift coefficients. The latter coefficientssteer the translation
of the position vector~xre f towards the a point(u,v) by the tensing vectors. This formula is
generally applicable and therefore a plane oriented in any direction in space can be described.

The algorithm developed for the planar distribution moduleis based on the afore given
mathematical function. Consequently, the algorithm needsthe information about the reference
point and then tensing vectors~ιu and~ιv. The first requirement is fulfilled by choosing the
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Figure 3.29 : A planar patch array structure on thex-y-plane

geometrical centre of the patch surface as reference point.The necessary vectors are found by
means of the normal vector of the planar surface structure~nstr. All three vectors have to build an
orthogonal system. Thus, a such vectorial system is built with the information about the normal
vector and the position vector of the reference point. This step is entirely of mathematical nature
and hence it is presented in the appendix A. In addition to that, it have to be said that, due to
the fact that the normal vector on a planar surface is the samefor all surface points, the tensing
vectors are the same for all these points too. Hence they are calculated only once.

Furthermore, an evaluation on the parity of the values forU and V is performed. This
is due to the existance of three constellations depending ifU and/orV are even or odd. The
first constellation happens forU andV being odd numbers. In this case the surface structure
is of point-symmetrical kind and its geometrical centre, which is equivalent to the reference
point, belongs to theNtotal desired points and consequently equation (3.51) can be usedstraight-
forward. The second case takes place forU andV being even numbers: the structure is axis-
symmetric and therefore the geometrical centre, this is thereference point, is not part of the
desiredNtotal points. Consequently, the shift distancessu andsv in (3.51) have to be adapted
during the distribution. The last case takes place forU being odd andV being even or vice
versa: in both situations the reference point is not part of the surface structure. Thus, the shift
distance that depends on the even number of elements along the respective tensing vector has
to be corrected.

The proceeding of the algorithm begins with calling the planar structure normal vector~nstr

and the reference point vector~xre f values. In addition to that, the algorithm looks for informa-
tion about the number of desired pointsU andV along the dimensions of the structure surface
and the geometrical shift distancessu andsv between them. Consequently, the total number of
desired points isNtotal = U ·V. Following the latter, the required tensing vectors~ιu and~ιv are
calculated. In the following proceeding step, for each desired point(u,v) the algorithm takes
the reference point vector~xre f and shifts it according to (3.51) with the given values for the shift
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Recovery ofsu, sv,~xre f and~nstr

Calculation of~ιu and~ιv

Evaluation ofU andV on parity
Calculation of correction factor if necessary
Correction of thesu, sv if necessary
for u= 1 , U

for v=1,V
Calculation of~xuv with u, v, su, sv,~xre f ,~ιu and~ιv

Storage of~xuv

end
end

Table 3.4 : Code structure for the planar distribution module

distances including the correction factor. The last step ofthe proceeding is to store the obtained
values for each the distribution point.

Based on the afore described proceeding of the planar distribution algorithm, a module in
FORTRAN has been coded. For it, aU ×V matrix for the(u,v) point vectors withu = 1, . . . ,U
andv = 1, · · · ,V at the planar structure has been defined. The structure of theresulting code is
shown in table 3.4

As observed in the latter presented structure, the developed code uses two loops to perform
the entire point distribution on the planar structure. The algorithm steps are practically traduced
directly into code functions. Consequently, the necessaryinput variablessu, sv, ~xre f and~nstr

are assigned before the loop procedure. In addition to that,the tensing vectors are calculated.
Furthermore, the correction factor calculation as well as the respective correction of the shift
distances are realized. Inside the loops the calculation ofthe position vectors~xuv is performed.
For it, the first loop steers distance shifts in direction of tensing vector~ιu. The second loop acts
the same but in direction of the second tensing vector~ιv. The distribution code generates in the
end of the procedure aU ×V matrix with the position vectors~xuv for the points on the surface
structure as elements.

The latter developed algorithm and code for the planar structure are used for the construc-
tion of a planar array and for the modelling of the planar patch of a microstrip antenna. Thus,
the code structure afore given is applied on both cases. In the array case the distribution module
asks the user for the values of the normal vector and of a pointon the desired planar struc-
ture. The normal vector is used in order to calculate the tensing vectors and the given point
becomes then the geometrical centre of the array structure.Furthermore, the shift distances,
these are the spacing values, are demanded to the user. In thepatch modelling case one of the
distribution generated points on the array structure is assigned as the geometrical centre of the
patch. The required normal vector for the patch surface is the same of the array structure. In the
present thesis work the axes of the planar patches and of the planar array structure are aligned.
Consequently, the tensing vectors of the patch surface and of the array surface are equal. Con-
cerning the shift distances, the length and width of the patch are discretized by dividing them by
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Figure 3.30 : A patch array on a cylindrical structure alongx-axis

the number of discrete elements necessary to approximate the resulting discrete elements with
equivalent sources. The resulting discrete elements dimensions are consequently the required
shift coefficients for the distribution module.

3.4.2 Cylindrical position distribution

In addition to the afore presented planar distribution module, other distribution modules for
non-orthogonal surfaces have been developed. One of them, which is presented in the follow-
ing, allows to model arrays with a structure that is simply curved with a certain radius. Such a
curved surface is equivalent to a section or the entire surface of a cylinder. Figure 3.30 shows
the geometry of a patch array on a cylindrical structure. Forsuch array structure, the posi-
tion vectors of the points belonging to the simply curved surface can be calculated using the
mathematical definition of a cylinder. According to [85] forax-axis oriented cylinder, this is

~x =




xcosθ
rcyl sinθ
rcyl cosθ


 (θ,x) ∈ [0,2π]× [0, l] (3.52)

The latter equation shows a vectorial function for a cylinder that expands along thex-axis.
The latter expression is not a suitable function for the development of a generally applicable
distribution algorithm, specially when cases, wherein antenna arrays are integrated in slanted
cylindrical structures, have to be simulated. Consequently, a generally applicable approach in-
dependent from the direction of the cylinder’s longitudinal axis has been developed. For it, the
latter equation is analysed. The reader may notice that thex component of the position vector~x
along the longitudinal axis of the cylinder remains linear to the changes along this coordinate.
Unlike to the latter component, they andzcomponents behave according to functions dependant
of the angleθ that is defined on the plane build by they andz coordinates. Both components
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build a circle of radiusrcyl on they-z-plane. Furthermore, the multiplication of the angle de-
pendant harmonic function by the constant radius of the cylinderrcyl at they andzcomponents
can be interpreted as a rotation of a point about the longitudinal axis on they-z-plane withθ as
rotation angle.

Consequently, the main idea used to develope the generally applicable distribution module
for a cylindrical surface is to shift a chosen reference point, which should be part of the handled
surface, with a certain distance parallel the longitudinalaxis of the cylinder and then to rotate
it about the latter axis according to a certain rotation angle. Moreover, a condition for this
approach is to have information about the longitudinal axisof the cylindrical structure. This axis
is obtained by means of the normal vector of the surface structure at the reference point. Based
on the the algorithm of the planar distribution and on the latter analysis, which is generally
applicable, formulae of following mathematical form have ben derived. These are

~xuv =~xre f +Frot(u,ν(su, rcyl)) ·~ιν)+v·sv ·~ιv (3.53)

or

~xuv =~xre f +u ·su ·~ιu+Frot(v,ν(sv, rcyl)) ·~ιν (3.54)

In the latter two equations~xuv stands for the position vector of the point(u,v) that is part
of to the cylindrical surface,~xre f for the position vector of the reference point on the plane,
respectively. Furthermore,~ιu or~ιv and~ιν are the vectors that build with the normal vectornuv

at the point(u,v) an orthogonal system. Moreover,su andsv are real-valued shift coefficients
that steer the translation and the rotation of the position vector~xre f towards the a point(u,v).
Consequently,Frot stands for the rotation function that has the rotation angleν as argument.
The latter required angle is calculated from the cylinder radiusrcyl and the arc lengths. Besides
that,u = 1, . . . ,U andv = 1, . . . ,V.

Furthermore, the following relation between the arc lengthsand the radiusrcyl of the cylin-
der derived from the geometry in figure 3.31 is used for the calculation of the rotation angle
ν

ν =
s

rcyl
(3.55)

Moreover, depending of the choice of the longitudinal axis the value for the arc length is
s= su or s= sv. In order to perform the angular displacement, the rotationfunction Frot that
calculates the rotation angleν and performs the desired rotation has been developed.Frot is
based on the latter expression in order to obtain the rotation angle and on the rotation matrix
function that due to its pure mathematical nature is presented in appendix A.

As in the afore presented algorithm for a planar structure, the algorithm proceeding for
the cylindrical distribution calculates the positions of the points starting from the reference
point. For it, first the normal vector~nre f at the reference point is obtained by means of~xre f the
reference point and~xaxis a point on the longitudinal axis. Thus, the coordinates of the reference
point and a second point that is supposed to be on the longitudinal cylinder axis are demanded
from the user. The distance between the longitudinal axis point and the reference point is
equivalent to the radius of the cylindrical structurercyl. Moreover, the respective vector built
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Figure 3.31 : Geometry of an array on a cylindrical bearer

by the position vectors towards these points is the normal vector nre f at the reference point.
With the information about this vector, the algorithm generates like in the case of the planar
distribution an orthonormal system according to appendix A. The latter system is built by~ιν
plus~ιu or~ιv. According to the choice of the user, either~ιu or~ιv becomes the direction vector
of the longitudinal axis~ιaxis that together with the user given point on this axis~xaxis builds the
axial straight line.

The next proceeding step is to calculate the rotation angleν, which depends of the arc
length and the cylinder radius, according to expression (3.55). The latter length value, which is
equivalent to the spacing between two neighbouring points on the simply curved structure, issu

or sv depending on the chosen longitudinal axis. Furthermore, since in the present thesis work
the distances between the array elements are supposed to be equidistant, the rotation angleν
is calculated only once. Moreover, the parity evalution of the values forU andV is performed
similar to the planar distribution module. In almost the same manner, the correction of the shift
coefficientssu andsv and consequently of the rotation angleν for the cases, whereatU andV
are even numbers orU is odd andV is even or vice versa, is realized.

The calculation of a vector point~xuv is performed with all the latter information. Assuming
the choice of~ιv as the direction of the longitudinal axis, this is~ιaxis=~ιv, then equation (3.53) is
used for the distribution. For it, the reference point is rotated by means ofFrot about the latter
axis with rotation angleν in direction~ιν and in addition shifted in direction~ιv by the distance
sv. Before a new position is calculated, the normal vectornuv is calculated by means of the
position vector for point(u,v) and~x′axis the point on the longitudinal axis shifted byv · sv from
the reference point~xaxis. The direction~ιν for the new required rotation is acquired by building
a new orthogonal system withnuv and~ιv. Following it, the calculation of the new point by the
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Recovery ofsu, sv, rcyl,~xre f and~xaxis

Calculation of~nre f andrcyl

Calculation of~ιu and~ιv

Choice of longitudinal axis vector~ιaxis

Evaluation ofU andV on parity
Calculation of correction factor if necessary
Correction of thesu, sv if necessary
Choice of the arc lengths
Calculation of the rotation angleν with s andrcyl

for u= 1 , U
for v=1,V

Calculation ofFrot with ν andu or v
Calculation of~xuv with u, v,~xre f , su or sv,~ιaxis,~ιν andFrot

Calculation of~x′axis with~xaxis andu ·su or v·sv

Calculation of~nuv and~ιu or~ιv

Storage of~xuv

end
end

Table 3.5 : Code structure for the cylindrical distribution module

respective rotation and displacement can be done. For the choice of~ιu as the direction of the
longitudinal axis, expression (3.54) is used for the distribution. The respective proceeding is
performed in the same manner.

The afore described distribution algorithm for a cylindrical structure taking in account the
two possible choices of the cylinder axis has been implemented in a FORTRAN code. The
resulting distribution module for cylindrical surfaces has the code structure depicted in table
3.5

For the latter code, aU ×V matrix for the(u,v) point vectors withu = 1, . . . ,U andv =
1, · · · ,V at the cylindrical structure has been defined. According to the latter code structure,
the required information about the variablessu, sv, rcyl,~xre f and~xaxis is looked for. With them,
the code calculates the required orthogonal system composed of~nre f ,~ιu and~ιv. Furthermore,
the choice of the direction of the longitudinal axis allows the value definition of the arclengths
and hence the calculation of the rotation angleν. Moreover the parity check and the respective
correction is realized. The code uses two loops to realise the cylindrical distribution. For every
element(u,v) the position calculation starts at the reference point~xre f . The code rotates this
reference point by a shift angle that is a multiple of the rotation angleν. The value of the latter
multiple depends on how far the new point in reference one is.Furthermore, the code displaces
the rotated point by the multiple of the shift distance, whose value is eithersu or sv depending
on the choice of the direction of the longitudinal axis~ιaxis. The code generate aU ×V position
matrix, whose elements are the position vectors of the points on the simply curved surface.
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3.4.3 Spherical position distribution

The possibility of finding points that belong to a spherical surface by means of a suitable distri-
bution module has been introduced in the present thesis work. For the conception of the latter
module an algorithm in order to calculate the position vectors of the points belonging to the
doubly curved surface has been derived. Therefore, the mathematical definition of a sphere that
according to [85] resembles to the following expression, has been analysed.

~x =




rsphsinθcosφ
rsphsinθsinφ

rsphcosθ


 (θ,φ) ∈ [0,2π]× [0,π] (3.56)

In the latter equation the position vector~x depends directly from the spatial anglesθ andφ
and the constant distancer. The latter two angle variables are attached to the local coordinate
system. Consequently, the latter expression is not a suitable function for the development of a
generally applicable distribution algorithm. Nevertheless, such an approach can been reached
by analysing equation (3.56). The reader may notice that thex andy components of the position
vector~x behave according to a multiplication of the constant sphereradius by two harmonic
functions dependant of the spatial angleθ andφ, respectively. Furthermore, componentz is
defined by the multiplication of the constant distance by a harmonic function dependant ofθ.
The relation between the components due to the spatial angles can be interpreted as two rotation
procedures about the origin of the local coordinates. The first rotation takes place inx-z-plane
and in they-z-plane withθ as rotation angle. The second rotation happens inx-y-plane and
the rotation angle isφ. In both rotations a point afar from the origin with the distance~rsph is
displaced.

The algorithm for modelling doubly curved structures developed in the present thesis work
is based on the latter analysis. For it, the position vectorsof the reference point on the spherical
surface and the sphere’s centre are required. The algorithmapplies the following developed
formula

~xuv =~xre f +Frot(u,ν1(su, rsph)) ·~ιν1 +Frot(v,ν2(sv, rsph)) ·~ιν2 (3.57)

In the latter equations~xuv stands for the position vector of the point(u,v) that belongs to the
spherical surface,~xre f for the position vector of the reference point on the plane, respectively.
Vectors~ιu and~ιv build with the normal vectornuv at the point(u,v) an orthogonal system.
Moreover,su andsv are the values for the arc length in direction~ιν1 and~ιν2, respectively. Both
real-valued shift coefficients are used to calculate the required rotation anglesν1 andν2 that are
arguments of the rotation function ofFrot .

Similar to the case of a cylindrical structure, the algorithm proceeding for a doubly curved
surface calculates the positions of the points starting from the reference point. Therefore, the
normal vector~nre f at the reference point is acquired with the help of vectors ofthe reference
point~xre f and of the centre~xctr. Consequently, the vector values of the latter points are de-
manded from the user. The distance between the centre and thereference point is equivalent to
the radius of the spherical structurersph and the respective vector built by them is the normal
vectornre f at the reference point. With this information the algorithmgenerates an orthonor-
mal system according to appendix A yielding~ιν1 and~ιν2. As next, the rotation anglesν1 and
ν2, which depend of the arc length values that aresu andsv and the sphere radiusrsph , are
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Recovery ofsu, sv, rcyl,~xre f and~xctr

Calculation of~nre f andrsph

Calculation of~ιν1 and~ιν2

Evaluation ofU andV on parity
Calculation of correction factor if necessary
Correction of thesu, sv if necessary
Calculation of the rotation anglesν1 andν2 with su, sv andrsph

for u= 1 , U
for v=1,V

Calculation ofFrot with ν1 andu
Calculation ofFrot with ν2 andv
Calculation of~xuv with~xre f ,~ιν1,~ιν2, Frot(u,ν1) andFrot(v,ν2)
Storage of~xuv

end
end

Table 3.6 : Code structure for the spherical distribution module

obtained using expression (3.55). Furthermore, the rotation angles are calculated once since in
the present thesis work the distances between the array elements are supposed to be equidistant.
Moreover, the parity evalution of the values forU andV is performed similar to the planar and
cylindrical distribution modules. In the same way, the correction of the arc lengthssu andsv and
consequently of the rotation anglesν1 andν2 for the cases, whereatU andV are even numbers
or U is odd andV is even or vice versa, is performed. The calculation of a vector point~xuv

is performed applying equation (3.57). For it, the reference point is rotated by means ofFrot

about the centre of the sphere first withν1 and then withν2 in direction~ιν1 and~ιν2, respectively.
Moreover, as in the cylinder algorithm the rotation function is based on the rotation matrix
function that is given in appendix A.

Based on the afore described algorithm a code for finding points on spherical surfaces has
been developed in FORTRAN. The code allocates aU ×V matrix for the position vectors of
each point(u,v), with u = 1, . . . ,U andv = 1, · · · ,V, on the doubly curved structure. These
vectors are computed according tho the code structure shownin table 3.6

As in the precedent modules, the code uses two loops to realise the calculation of the point
vectors~xuv. Before the loop process starts the required variables according to table 3.6 are
retrieved or calculated. Furthermore the evaluation on parity and if necessary the correction of
the arc length values are performed. The first loop steers therotation with the rotation angleν1

and hence it displaces the reference point in~ιν1 direction. In the second loop the similar is done
in~ιν2 direction: the treated point is rotated along the sphere point centre with the rotation angle
ν2. At the end of the procedure, the code fills theU ×V matrix with the respective vector values
representing all evaluated surface elements.
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3.4.4 Normal vectors at surface points

In the present thesis work certain electromagnetic field andgeometrical functions need input
information about the normal vectors at the equivalent source positions and at the array element
geometrical centres. For instance, the normal vector at theposition of an equivalent source
is a precondition to calculate its far field. Furthermore, the spatial anglesψ andξ, which are
essential variables in the field functions, depend of the values of the normal vector. Besides that,
the geometrical composition of planar and conformal arraysin the present thesis work requires
the knowledge on the normal vector. In this section, the approach for calculating the required
normal vector is described briefly.

The normal vector at a point that belongs to a surface in spaceis regarded in a general
manner and therefore it is assumed that the analysed field function has the formz = f (x,y).
Then according to the formula that is given in detail in appendix A, the normal vector of a
functionf at point(x0,y0,z0) is

~n = (∇ f (x,y,z))|(x0,y0,z0)
(3.58)

The∇ operator in the latter equation applied onf builds the gradient of this function. Since
the partial derivation as itself can not be implemented directly into a code expression in FOR-
TRAN, it is necessary to approximate the gradient components by means of finite difference
equations as presented in expression (A.3) until (A.5) in the appendix A.

In the present thesis work a module based on the latter approximation has been developed.
The latter module performs the required subtraction and division of the function values. Fur-
thermore, the latter values are obtained using developed distribution modules: the values of the
position vectorxuv are displaced using the small valued steph for the shift coefficients, this is
su = sv = h. The same is valid for the cylindrical and spherical distribution modules, due to
the fact that the rotation angles in them are calculated withsu andsv. Consequently, the point
xuv acts like the reference point in the previous described proceeding of the three distribution
algorithms. Furthermore, the step valueh must be very small in comparison to the mesh cell
dimension in the case of handling a patch surface or in comparison to the spacing values in the
case of handling an array structure. Moreover, the variation of the position vectorsxuv and the
resulting variated vectors are limited toU ×V vector elements includingxuv with U = 3 and
V = 3.

The latter described approach allows to handle any kind of array structure, nevertheless it
is not suitable for the array surfaces analysed in the present thesis work due to the required
computational effort. Besides that, it is an approximationwhose inaccuracy can perturbate the
results of the far field analysis. In order to facilitate the calculation of the normal vector, simple
vector arithmetic has been used. As aforementioned, in the case of a planar array or patch,
the normal vector is demanded as input information from the user. This normal vector does not
change values along the entire extending surface. Consequently, there is no need to compute the
normal vector. The latter is not valid for non-orthogonal structures like a cylindrical or spherical
surface.

For a spherical structure it is sufficient to create a vector from sphere’s centre to the regarded
point on the sphere that in the following is normalized. Thisis
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~nuv =
~xuv−~xctr

|~xuv−~xctr|
(3.59)

wherein~xctr and~xuv are the position vectors of the sphere’s centre and of the regarded point,
respectively. Consequently, the values of the vector~xctr are required as input information. It has
to be remarked that all the normal vector at each sphere pointis different to the others. Besides
that, the reader may noticed that the vector arithmetic calculation steps are less than using the
gradient module on a spherical surface.

In the case of the cylindrical structure the normal vector iscalculated in the same manner:
the normalized difference between the position vectors of the regarded point on the structure
~xuv and of a point on the longitudinal cylinder axis~x′axis. This is

~nuv =
~xuv−~xaxis

|~xuv−~x′axis|
(3.60)

Furthermore, the latter axis point must lie perpendicular to the point on the cylinder. The
latter condition is guaranteed by obtaining the required values of~x′axis with the following equa-
tion

~x′axis =~xaxis+s·~ιaxis (3.61)

Therein,~ιaxis is the longitudinal axis vector of the cylinder ands is the shift coefficient that
depending on the direction of the latter axis vector iss= su or s= sv. It has to be remarked
that the normal vectors at the points positioned in direction of the cylinder axis vector do not
change and have the same normal values. Different behaviouris found if the points are posi-
tioned in angular direction~ιν: the normals at these points differ from each other. Besidesthat,
the calculation procedure in this case needs low computational effort than using the gradient
module.

Furthermore, it can be said that using the simple vector arithmetic approach yields more ac-
curate values for the normal vectors than the derivative approximation module. Both approachs
generate aU ×V matrix with the normal vectors as elements.

3.4.5 Validation of the planar and cylindrical positioning algorithm

In order to test the correctness of the positioning algorithm certain simulations by means of the
code developed in the present thesis work and a MoM based solver have been realised. For it,
an array composed of 5×5 elementary dipoles oriented in z-direction has been analysed. The
λ
20 dipoles build for the first validation case a planar array that expands on the x-z-plane. The
array is defined with a uniform spacing value ofd = 1.0m and current amplitudeI0 = 1.0A. The
radiation behaviour in free-space has been calculated by means of the directivity for a frequency
of f = 150MHz defining the length of the dipoles asl = 0.1m. Figure 3.32 shows the resulting
plots obtained with the equivalent source method and the MoMapproach

In the second validation case theλ20 dipoles form a cylindrical array whose curve radius
has the value ofr = 2.0m. The axis of the cylindrical structure expands in direction of the
z coordinate. The conformal array is defined with uniform current amplitudeI0 = 1.0A and
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Figure 3.32 : E-plane directivity of a planar array composed of5×5 λ
20 dipoles

with uniform spacingd = 1.0m, which is equivalent to a uniform arc length. As in the afore
given validation case, the directivity has been simulated for a frequency off = 150MHz with
free-space conditions. The respective radiation behaviour is depicted in figure 3.33.

3.5 General array modelling

With the afore described point distribution and patch modelling modules an array of sizeU ×V
can be modelled. The modelling of a planar of conformal arrayis performed similar to the
microstrip patch antenna modelling. The first step is to create the array shape by means of
points generated with the developed distribution modules.The conceived array points are the
geometrical centres of the array elements. In the second stage these elements are handled as
patch antennas. Consequently, they are modelled by means ofequivalent sources. For each
array element its far field contribution is computed. As third step the far field of the array is
calculated by summing up all the latter field contributions.

Concerning the first proceeding step, the geometrical arraystructure is generated with one
of the afore presented distribution modules according to the desired form. The latter tools locate
theNelem= U ·V points on the array surface. The result of the chosen distribution modules is
a matrix containing the position vectors of these points. The distribution procedure starts from
a reference point vector whose values are expected to be defined by the user. Furthermore, de-
pending on the desired structure additional information isexpected: the normal vector value for
a planar array structure, the coordinates of a point on the longitudinal axis in case of a cylin-
drical array structure or the coordinates of the centre point for a spherical array structure. In
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Figure 3.33 : E-plane directivity of a cylindrical array composed of5×5 λ
20 dipoles

addition to the latter, the distances between the neighbouring array elements, the so-called spac-
ing values, and the number of array elements on both expanding directions are expected being
part of the input information. The array conception procedure according to the desired form is
performed with all the latter required data. In addition, a second matrix with the normal vec-
tors at the yielded array surface points is generated using the afore described vector arithmetic
approach.

In the next proceeding step, each resulting position vectorof the applied distribution module
is attributed to an array element as its geometrical centre.Furthermore, the normal vectors at
the latter centre points are given to each array element as input information. Moreover, the
information about the geometrical dimensions of the array element and the desired number of
discrete points for its discretization are expected from the user. The mesh cell dimensions are
calculated with the latter input information: the length and width of the patch are discretized
by dividing them by the number of discrete points. As aforementioned, it is necessary that the
cells dimension are small enough in order to approximate thediscrete elements with equivalent
sources. As a general rule, this is guaranteed if each mesh cell side has the size∆l ≤ λ

10. The
discretization of the patch surface into small surface elements is performed by means of the
planar distribution module in the present thesis work. For it, the required shift coefficients
are defined by attributing the calculated mesh cell side value to them, this issu = sv = ∆l .
Furthermore, the geometrical centre of the patch is defined as reference point for the point
distribution and the normal vector values at this geometrical centre are attributed to the discrete
surface elements as their normal vectors. Consequently, each array element is discretized with
uniform surface elements. After the distribution procedure, the position of all equivalent sources
and the respective normal vectors at these positions are obtained for each array element. In
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addition to that, the current density values are retrieved from a respective input file generated
by external software if the latter file exists. Otherwise thecurrents are calculated with the
information about the excitation amplitudes and phases that are expected from the user. For the
latter the cavity model approach, which is presented later on, is used.

The far field contribution generated by each array element iscomputed by means of the
current distribution retrieved or calculated and given to the equivalent sources in addition to
the information about the source position and normal vectors. Each field contribution~Ei j ,uv

is computed according to the afore described algorithm and code for modelling a microstrip
antenna. The far field of the entire array~Earray

i j is the addition of these fields contributions. The
superposition of these fields is realized by means of following equation

~Earray
i j = ∑

u
∑
v

~Ei j ,uv (3.62)

It has to be said, that the resulting field is the electric fieldof the entire array for an observing
point (r,θi,φ j). This means that in order to obtain the field for a designed space of Nθ ·Nφ
observation points the entire modelling proceeding has to be repeatedNθ ·Nφ times.

For the realization of the array modelling module a FORTRAN code has been developed
based in the afore described proceeding in addition to the required distribution and array element
modelling modules. For it, aNθ×Nφ observation space has been defined composed of observing
points with the form(r,θi,φ j) with i = 1, . . . ,Nθ and j = 1, . . . ,Nφ positioned in the far field.
This means that all the observing points are defined by a constant huge-valued radius. In the
present thesis work this isr = 1.0 · 104. The resulting fields have been stored in a complex
Nθ ×Nφ matrix. The resulting code structure is shown in table 3.7.

The developed code performs first all the necessary procedures in order to obtain and to store
the required geometrical information. These procedures are the calculation of the position and
normal vectors of the array elements, the computation of theposition and normal vectors of the
equivalent sources, and the allocation of matrices for storing the geometrical data. Furthermore,
the assignment of the current densities to the equivalent sources takes place if a file containing
these external calculated excitations exits. In the case that the latter file is missing, the necessary
excitation values are computed according to the cavity model and attributed to the equivalent
sources. As in the code for modelling the microstrip patch antenna, the implementation of
the calculation proceeding of the array far field is performed with two pair of loops. The first
two loops control the variation of the spatial anglesθi andφ j , which define the observation
space, in the range of[0◦,360◦]. The other two loops decide which array element(u,v) is
being analysed by steering the control variablesu andv that have the valuesu = 1, . . . ,U and
v = 1, . . . ,V. The latter means that the field generated by theU ·V array elements is calculated
for each observation point(r,θi,φ j). The internal loops, that indicate which equivalent source
is being handled, and the corresponding procedures in table3.3 are applied in order to obtain
the field contribution of a single array element. The resulting field contains all contributions
of the modelling equivalent sources for the regarded array element(u,v). Following the latter
procedure the fields of all array elements are summed up. The latter step and the array elements
loop process are equivalent to the double sum applied on the array elements field in equation
(3.62). Moreover, the acquired far field is stored in a matrixas element(i, j). The entire
procedure is repeated until theNθ ×Nφ matrix is filled.
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Allocation matrixEnθ,nφ

Definitionθ = 0
Definitionφ = 0
Definition rad = 1.0 ·104

Calculation of the position vectors of the array elements
Calculation of the normal vectors of the array elements
Calculation of the position vectors of the equivalent sources
Calculation of the normal vectors of the equivalent sources
Calculation/Assignment of the current densities for/to the equivalent sources
for i= 1,Nθ

Calculation ofθi

for j= 1,Nφ
Calculation ofφ j

Calculation of~r i j with rad, θi , φ j

Conversion from~r i j into~xi j

Definition~Earray
i j = 0

for u=1,V
for v=1,V

Calculation of~Ei j ,uv with antenna model
Summation of~Ei j ,uv to ~Earray

i j
end

end
Storage of~Earray

i j in ~Ei, j

end
end

Table 3.7 : Code structure for the field calculation of a modelled array
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Figure 3.34 : E-plane pattern for a5×5 array of λ
10 dipoles

3.5.1 Validation of the general array modelling algorithm

The general array modelling algorithm applied on arrays, that are composed of elementary
dipoles, has to yield the results obtained by analytical formulae. Consequently, an array com-
posed of 5×5 infinitesimal dipoles that are oriented in x direction has been analysed. The flat
array structure lies parallel to the x-y-plane. The elements of this planar array are positioned
with uniform spacingd = 0.5λ0 and fed with a uniform current value ofI0 = 1.0A. Under the
latter conditions the array field has to be equivalent to the multiplication of the element radiated
field with the array factor of equation (1.118) in chapter 1. Figures 3.34, 3.35 show the pattern
function in E-plane and the H-plane for the approach developed in the present thesis work, the
equivalent sources method, compared to the analytical function. Furthermore, the behaviour of
the pattern in elevation forφ = 45◦ has been compared. All three yielded curves overlap.
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Figure 3.35 : H-plane pattern for a5×5 array of λ
10 dipoles in elevation
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Figure 3.36 : Pattern for a5×5 array of λ
10 dipoles in elevation
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3.6 Large array modelling by means of subarrays

The radiation behaviour of a finite large array can be modelled by means of the previous de-
scribed general array modelling approach. Nevertheless, assuming that the analysed array is
characterized by uniform spacing, equal planar elements and that it has a periodic structure, it
may be possible to model the far field behaviour of an entire array by regarding only a part of
the array, namely a subarray. Consequently, some calculation procedures could be simplified
and therefore the computational effort reduced. In this section the modelling of a subarray, this
is a small array composed ofK ·L elements e.g. forK ≤ 5 andL≤ 5, is used in order to calculate
the entire large finite array.

The principle of this approach is based on the idea that a small group of K · L elements
being part of aU ×V uniform spaced periodic array composed of equal planar patch, namely a
K×L subarray, has a certain radiation behaviour that is similarto anotherK×L element group
of the same array. Furthermore, this periodic array is composed byNsub= U

K · V
L of the latter

subarrays. Moreover, the total far field of the array is the sum of the field contributions of the
subarrays. Hence it can be decomposed in a multiplication ofthe subarray radiation by a factor
consisting of the sum of theNsub phase terms that correspond to all subarrays. This basic idea
originates from the analogue approach developed in order toacquire the theoretical array factor.
The respective derivation steps are shown in expressions (1.96) - (1.98) in chapter 1. In these
equations the constants and non changing quantities can be factored out of the field sum leaving
a sum factor that consist of the non negligible phase terms ofthe array elements due to their
geometrical position. Due to the latter analogy, similar derivations steps can be developed in
order to obtain suitable functions for the field calculationby means of subarrays. The following
equation shows the resulting mathematical expression for the electric field calculation of an
array composed ofNsub= U

K · V
L subarrays

~Earray
i j =

U
K

∑
a=1

V
L

∑
b=1

~Esub
i j ,ab ·ejkγi j ,ab (3.63)

At the latter equation~Esub
i j is the electric far field of aK ×L subarray andγi j ,ab is the non

negligible phase due to the geometrical position of subarray a,b. Analogue to the case of the
derivation of the array factor,~Esub

i j is the radiation of a subarray at the reference point of the
large array. In the present thesis work this point is the geometrical centre of the array structure.

The general approach of building an array with the help of itselements implies the knowl-
edge of the positions of these elements. Consequently, in the afore presented algorithm for the
general the approach, the geometrical centres of the array structure and of the array elements
contribute in building the adequate phase terms required for the far field calculation. Further-
more, these terms contain the information about the relative position of the array elements in
reference to the array’s geometrical centre that for an odd number of elements is the position
of a centre element. Analogue to the latter, the phaseγi j ,ab should comprise the relative po-
sitions of the subarrays in reference to the array centre that for an odd number of elements is
the position of the reference subarray. Furthermore, due tothe fact that the element modelling
equivalent sources contribute to the phase term of the wholesubarray,γi j ,ab should take into
account their influence.



3.6. LARGE ARRAY MODELLING BY MEANS OF SUBARRAYS 125

�

�

�

�

�

�

�

��

��
�

�

��
���

�
���

Figure 3.37 : Geometry for array approximation by means of subarray handling

Assuming that the subarrays have same radiation behaviour and that they are of small size
and hence that the subarray elements are in proximity of the subarray centre, the phase contri-
bution of the entire subarray can be approximated by using the relative position of the subarrays
centre. Such positions are shown in figure 3.37 for an array ona cylindrical bearer. In this ex-
ample there are seven subarrays whose geometrical centre isrepresented by the dark dots. The
subarray in the centre is the reference subarray of the entire array. The required information
about the relative positions of the neighbouring subarraysare described by the anglesψ1, ψ2,
ψre f and the vectors~r ′1,~r ′2 and~r ′re f , respectively. Consequently, aA×B array can be modelled
by NsubK×L "subarray elements", which are described by their relativeposition, if the radiated
field of a subarray, namely the reference subarray, is known.Since the relative position contains
the information about the array structure, this approximation is independent of the form of the
structure . Assuming that the phase term of the radiated fieldof the reference subarray has the
form e− jk0r ′re f0cosψi j ,re f0, then the phaseγi j ,ab is calculated by

γi j ,ab = r ′re f0cosψi j ,re f0− r ′abcosψi j ,ab (3.64)

In the latter equationr ′re f0 = |~r ′re f0| is the magnitude of the position vector towards the
geometrical centre of the reference subarray andr ′ab = |~r ′ab| stands for the length of the position
vector towards the geometrical centre of the subarray(a,b). Furthermore,ψi j ,re f0 andψi j ,ab are
the spatial angles enclosed by the vectors~r ′re f0,~r i j and vectors~r ′ab,~r i j , respectively. The~r i j is
the position vector of the observation point(r,θi,φ j). Using the afore given formula (3.2) for
the definition of a spatial angle enclosed by two vectors, thefollowing mathematical expression
can be applied in order to acquire the values forψi j ,ab
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cosψi j ,ab =
~r i j ·~r ′ab

|~r i j ||~r ′ab|
=⇒ ψi j ,ab = arccos

(
~r i j ·~r ′ab

|~r i j ||~r ′ab|

)
(3.65)

The other required spatial angleψre f0 is obtained using the same formula with the vectors
~r ′re f0,~r i j . This is

cosψi j ,re f0 =
~r i j ·~r ′re f0

|~r i j ||~r ′re f0|
=⇒ ψi j ,re f0 = arccos

(
~r i j ·~r ′re f0

|~r i j ||~r ′re f0|

)
(3.66)

Recapitulatory, it can be said that this approximation can be performed if the radiation be-
haviour of all subarrays are equal. Moreover, if the geometrical centre of the reference subarray
is not the origin of the coordinates system, the phase term due to its relative position has to be
compensated and taken into account in the phaseγi j ,ab. Besides, in order to obtain the far field
of the analysed array it is necessary to calculate the field contribution of the reference subarray
and then to convert the obtained contribution into the totalfar field. The latter conversion is
performed by multiplying it with the sum of the phase terms that correspond to the rest of the
subarrays. Moreover, in the case of an even number of subarrays, the radiation field for a virtual
array is computed and then it is multiplied by the sum of the phase terms. By this mean, the
calculation of the far fields of the large finite array is simplified.

The previous described approach is valid for planar as well as conformal structures. The
multiplication of the reference subarray field with a singlephase term can be interpreted as a
translation along the array surface in the planar case. In the cylindrical case the latter phase
term multiplication means a translation in direction of thecylinder axis or a rotation transversal
to this axis. In the spherical case the phase multiplicationis equivalent to a rotation aroung
the sphere’s centre. Furthermore, the algorithm and the respective approximation can only be
realized for certain curvature grades, due to the fact that for high curvature grades the phase
contribution of each single array element on the subarray phase term is greater and can not be
neglected. Since in general large finite conformal arrays are mainly integrated in structures of
aceptable curvature grade, this approximation can be applied.

The afore presented algorithm has been implemented in a FORTRAN module. The structure
of the developed code is shown in table 3.8 and it based on the code structure of table 3.7. The
code performs all procedures previously explained with thehelp of some pair of loops: one pair
for defining the observing space, another for the field calculation of a subarray and a third for
the acquiring of the total field of the entire array. A complexmatrix, whose elements contain
the electric field values for all observation points, is obtained at the end of the loop procedure.

An observation space composed ofNθ values forθ andNφ for φ as well as a constant radius
value has been defined. The spatial angles valuesθi andφ j have been limited by the range
[0◦,360◦]. The code performs first the geometrical array structure by calculating the positions
and the normals of all equivalent sources. Then, it calculates and assigns the excitations to these
source or it assigns the excitations from a current file according to the case. Then, it calculates
for each observation point the far field of the reference subarray and the phase term due to the
reference subarray geometrical centre. Then, the phase terms due to the positions of the other
subarrays are calculated. These terms are used together with the field of the reference subarray
and the reference centre phase term for calculating the fieldcontributions of the respective
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Allocation matrixEnθ,nφ

Definitionθ = 0
Definitionφ = 0
Definition rad = 1.0 ·104

Calculation of the position vectors of the array elements
Calculation of the normal vectors of the array elements
Calculation of the position vectors of the equivalent sources
Calculation of the normal vectors of the equivalent sources
Calculation/Assignment of the current densities for/to the equivalent sources
for i= 1,Nθ

Calculation ofθi

for j= 1,Nφ
Calculation ofφ j

Calculation of~r i j with rad, θi , φ j

Conversion from~r i j into~xi j

Definition~Esub
i j = 0

for u=1,K
for v=1,L

Calculation of~Ei j ,uv with antenna model
Summation of~Ei j ,uv to ~Esub

i j
end

end
Recovery of~r ′re f0
Calculation ofψi j ,re f0 with~r ′re f0

Definition~Earray
i j = 0

for a=1,UK
for b=1,VL

Recover of~r ′ab and conversion to~x′ab
Calculation ofψi j ,ab with~x′ab,~xi j

Calculation ofγi j ,ab with ψi j ,ab, ψi j ,re f0

Calculation of~Ei j ,ab with γi j ,ab, Esub

Summation of~Ei j ,ab to ~Earray
i j

end
end
Storage of~Earray

i j in ~Ei, j

end
end

Table 3.8 : Code structure for the field calculation of a large finite array by means of subarrays
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subarrays. In the last step the fields of all subarrays are superposed yielding the far field for an
observation point that is stored in aNθ ×Nφ matrix.

Concerning the generation of points that represent the subarrays on the analysed large array
structure, it is realized by means of the distribution algorithms presented in this chapter. The
distribution procedure starts from a reference point, which is the geometrical centre of the fi-
nite large array. Consequently, the geometry of the array structure will be symmetrical to this
point. The distances between the neighbouring subarrays are equivalent to the ones between
the subarray centres. These distances are defined by the sizeof the subarrays. The respective
length and width values of the subarray are integer multiples of the array spacings and hence
they depend of the number of elements that belong to a subarray. As at the patch structure gen-
eration procedure there is a parity evaluation and a corresponding shift coefficient correction if
necessary.

3.6.1 Validation of the large array modelling algorithm

As validation case for the large array modelling algorithm an array composed of 100× 100
elementary dipoles has been modelled and analysed. This algorithm has to generate the same
field resulting from the multiplication of the element radiated field with the array factor of
equation (1.118) in chapter 1. The latter field generation isperformed similar as in the general
array modelling algorithm case. The infinitesimal dipoles are oriented in x-direction and are
fed with a uniform current value ofI0 = 1.0A. Furthermore, the array is uniformly spaced and
the spacing value isd = 0.5λ0. Furthermore, the subarrays have been defined to be composed
of 10×10 elements. Consequently, the large array has 100 "subarray elements". In figures 3.38
and 3.39 the E-plane and H-plane radiation pattern obtainedwith the approach developed in the
present thesis work and with the analytical formulae are plotted. The reader may observe that
the curves obtained by means of both approaches overlap.
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Figure 3.38 : E-plane pattern of a100×100array composed of10×10subarrays ofλ
10 dipoles
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Figure 3.39 : H-plane pattern of a100×100array composed of10×10subarrays ofλ
10 dipoles
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3.7 Excitation currents for the sources

The excitation currents are essential variables for the calculation of the array far field. There
exist two possibilities in order to obtain these currents onthe array elements. The first approach
consists in modelling the current distribution on the radiating region of the microstrip antenna
by means of the cavity model. For it, the respective analytical formulae, that are presented
later on, are applied. The second possibility for attainingthe current distribution is to compute
them by means of external software. Therefore, codes based on FDTD and FIT has been used.
Moreover, it has to be remarked that the acquired currents using the cavity model does not
allow to take into account the interactions between neighbouring array elements. Consequently,
it models the currents of a single antenna element.

Two aspects of the present thesis work have to be recalled to the reader. The first one is that
the field of a conformal array and conformal radiation elements is approximated with planar
radiating elements on a conformal structure. Furthermore,these array elements are supposed to
be equal shaped and with equal radiation characteristics. Consequently, these antennas imply to
have same current distributions. Second aspect is that the code presented in the present thesis
work treats the antenna array according to a micro-to-macroapproach. This means that the
code calculates first for each array element the far field contribution of the equivalent sources
and then with them the field contribution of a subarray or the entire field of the array. Therefore,
the assignment of the current values must be performed on theequivalent sources. Furthermore,
the attribution of the currents must be realized after the conception of the array structure and
before the far field calculation procedure.

3.7.1 Currents with the Cavity Model approach

There exist simple models in order to approximate the radiation behaviour of a microstrip an-
tenna, for instance, the Transmission Line model and the Cavity Model. For the generation of
the excitation currents certain analytical functions originating from the Cavity Model technique
have been used in the present thesis work. Theory concerningthe latter approach is presented
briefly in the next lines. For this introduction, [1], [2] and[14] have been used as reference.
Moreover, [51] and [10] give also a brief description of the model.

3.7.1.0.1 The Cavity Model According to [1] the current distributions on the patch are re-
lated to the modes of a rectangular cavity. In this model the patch antenna is described as a
dielectric volume enclosed by six rectangular surfaces. The top and the bottom of this cavity,
which correspond to the patch and the ground plane, are assumed as perfectly conducting elec-
tric walls. The other four walls of the dielectric loaded cavity are modelled as perfect magnetic
walls. Furthermore, under the concept of a rectangular cavity a waveguide of finite length,
that enclosures a dielectric, is understood. A microstrip antenna resembles to such a cavity
with the exception of not having all conductor walls. Consequently, to model more accurately
the microstrip patch antenna, the cavity walls around the patch are treated as magnetic walls
simulating an open circuit. The assumption, that the cavitycurrent distribution describes very
close the distribution of the microstrip antenna, is confirmed by measurements. Therefore, other
quantities like resonant frequencies and modes of the cavity compare very well to the ones of
the microstrip antenna.
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Figure 3.40 : Cavity model of a rectangular microstrip patch antenna

Since the thickness of the microstrip is very small, the waves generated within the dielec-
tric substrate undergo extensive reflections causing standings waves. At the same time the field
variations along the very small height of the microstrip is considered as constant. The height is
usually very small compared to the wavelength of the resonance frequency. The fields under-
neath the antenna patch, which form standing waves, can be represented by cosinusoidal wave
functions. Concerning these wave functions, only transversal magnetic modeTMmnp field con-
figurations are assumed to exist within the cavity in the present thesis work and hence only
these configurations are considered. These field configurations can be taken into account by
defining the magnetic vector potential function adequately. Furthermore, the vector potential is
conceived according to the boundary conditions of the cavity.

For instance, the boundary conditions for a rectangular cavity that expands at the x-y-plane
as shown in figure 3.19 are the following

Ex(0≤ x≤ L,0≤ y≤ w,z= 0) = 0

Ex(0≤ x≤ L,0≤ y≤ w,z= h) = 0

Hx(x = 0,0≤ y≤ w,0≤ z≤ h) = 0

Hx(x = L,0≤ y≤ w,0≤ z≤ h) = 0

Hy(0≤ x≤ L,y = 0,0≤ z≤ h) = 0

Hy(0≤ x≤ L,y= w,0≤ z≤ h) = 0 (3.67)

In the latter equation seth stands for the height of the cavity,L for the length andw for the
width of the cavity, respectively. Consequently, the magnetic vector potential must fulfil the
latter conditions on these geometrical borders. The function of such a vector potential~A inside
the cavity is given by the following equation set
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Ax = 0

Ay = 0

Az = Acoe fcos(kxx)cos(kyy)cos(kzz) (3.68)

In the latter expressionAx, Ay andAz are the components of the vector potential,Acoe f the
amplitude coefficient, respectively.kx, ky andkz stand for the wave numbers that also have to
fulfil the boundary conditions. These wave numbers are calculated by the next formulae

kx = mπ
L

m = 0,1,2, . . .

ky = nπ
w

n = 0,1,2, . . .

kz = pπ
h

p = 0,1,2, . . .



 (m,n,p) 6= (0,0,0) (3.69)

In the latter equation set, the variablesm, n andp represent the mode numbers that describe
the behaviour of the waves in the cavity. These numbers give the quantities of half-cycle filled
variations alongx, y andz directions. According to the Cavity Model, the yielded vector po-
tential for the cavity is also valid for a microstrip patch antenna that is characterized by the
same geometrical values. Consequently, the analysed microstrip antenna has a radiating patch
of lengthL and of widthw. Furthermore, the thickness of the dielectric substrate inthe antenna
is h. Moreover, the transversal magnetic wavesTMmnp in basic mode has great influence on
the radiation behaviour according to [1]. Consequently, only basic modes are used in order to
approximate the vector potential behaviour inside the microstrip antenna structure.

The acquired vector potential function can be used straightforward in order to obtain the
the fields enclosed by the dielectric layer of the microstripantenna. Consequently, it can be
used to acquire the current distribution on the radiating antenna. According to equation (1.76)
in chapter 1, the vector potential for far field analysis can be approximated by a multiplication
between the excitation current, the orientation of the element, the phase term with the position
information, and other constants. Thus, assuming the discretization of the radiating patch and
according to the equation for a discrete patch surface element in expression (3.1), the amplitude
coefficientAcoe f of the vector potential can be determined. For instance, thevector potential in
TMmnp mode underneath a patch surface element is defined as in the following

Ax
mn = 0

Ay
mn = 0

Az
mn = Acoe fcos(kxxmn)cos(kyymn)cos(kzh)

µlmn

4π
(3.70)

The current distribution on the patch can be obtained using the afore given function for
the vector potential in combination with its relation with the magnetic intensity and with the
boundary relation. The latter relation results from the useof equivalent sources and is given in
chapter 1. Consequently, by applying the latter vector potential function in equation (1.37), the
magnetic field~Hmn under the patch surface element(m,n) is obtained. This is
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Figure 3.41 : Cavity model of a circular microstrip patch antenna

Hx
mn = −kzI0lmn

µ cos(kxxmn)cos(kyymn)sin(kzh)

Hy
mn =

kyI0lmn
µ cos(kxxmn)sin(kyymn)cos(kzh)

Hz
mn = 0 (3.71)

whereinlmn = ∆l is the size of the mesh cell,I0 the excitation current of the entire patch
antenna andµ the permeability of the dielectric layer, respectively. With the acquired field un-
derneath the metallic patch surface the current distribution according to (1.69) can be acquired.
Furthermore, it is assumed that there exist no incident fieldon the patch surface and conse-
quently the field above the patch surface is zero. Taking intoaccount the latter assumption and
adapting the expression (1.69) for a patch discretized inM ·N surface elements, the following
expression for obtaining the current distribution~Jsur f

mn on the surface element(m,n) is yielded

~Jsur f
mn = −~nsur f × ~Hmn (3.72)

Therein,~nsur f is the normal vector of the regarded surface element that is for all surface el-
ements the same since the patch surface is assumed to be planar. Furthermore,~Hmn is the afore
acquired magnetic intensity underneath the surface element (m,n). The latter defined current
distribution, which fulfills the boundary conditions givenin set (3.73), has been implemented
for the aTMmnp in form of a module coded in FORTRAN. In order to obtain a required dom-
inant mode, the wave numbers according to (3.69) have to be determined. The mode with the
lowest order resonant frequency is referred to as the dominant mode. According to [1] for all
rectangular microstrip patch antennas withh ≪ L andh ≪ w, the dominant mode is theTM010.
For the latter mode, the wave number iny direction becomesky = π

w
and the wave numbers inx

andzdirection dissapear form = 0 andp = 0, respectively.

In addition to the latter, the possibility of calculating the current distribution at a patch of
circular form has been implemented. Consequently, the cylindrical patch antenna is modeled by
a cylindrical cavity with the geometrical dimension ofr andh that are the radius and the height
of the cylinder. Furthermore, the required vector potential function in the cavity has to fulfil
following boundary conditions
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Eρ(0≤ ρ ≤ a,0≤ φ ≤ 2π,z= 0) = 0

Eρ(0≤ ρ ≤ a,0≤ φ ≤ 2π,z= h) = 0

Hφ(ρ = a,0≤ φ ≤ 2π,0≤ z≤ h) = 0 (3.73)

The fields in latter equation set are in cylindrical coordinates.ρ, φ andz are the radial com-
ponent, the azimuthal component and the axial component of the position vector in cylindrical
coordinates. These boundary conditions, which characterize the cylindrical cavity, describe the
cylinder envelope as a perfect magnetic wall, and the top andbottom of the cylinder as perfect
electric walls. A vector potential that fulfils the conditions on the dielectric layer borders is
proposed in [1]. This is

Aρ
mn = 0

Aφ
mn = 0

Az
mn = Bcoe fJm(kρρmn)[C1cos(mφmn)+C2sin(mφmn)]cos(kzzmn) (3.74)

The latter vector potential equation gives the wave function in the transversal magnetic mode
TMmnp. Therein,kρ andkz are the wave numbers inρ andz direction, andBcoe f, C1 andC2

are coefficients. Furthermore,Jm stands for the Bessel function of first kind of orderm. The
required wave numbers are defined by

kρ = χmn

a
m = 0,1,2, . . . and n = 1,2,3, . . .

kz = pπ
h

p = 0,1,2, . . .
(3.75)

In the latter equation,m, n andp stand for the mode numbers that describe the behaviour of
the waves in the cavity. Furthermore,χmn represents the zeros of the derivative of the Bessel
function Jm. For most typical microstrip antennas the thicknessh of the dielectric layer is
typically h < 0.05λ0 with λ0 as the free space wavelength and therefore it is very small. Conse-
quently, the fields alongzdirection for a patch geometry as in figure 3.24 are essentially constant
and are defined by settingp = 0. According to [1], the first dominant mode of theTMmnp wave
functions is theTM110. The magnetic field due to this vector potential wave function can be
calculated by applying equation (1.37). Consequently, themagnetic intensity under the surface
element(m,n) chosing a simple cosine variation, this meansC1 = 1 andC2 = 0, is given by

Hρ
mn = j I0

ωµ
1
a
J1(kρρmn)sinφmn

Hφ
mn = j I0

ωµJ′1(kρρmn)cosφmn

Hz
mn = 0 (3.76)

In the latter expressionρmn, φmn together with thezmn give the position of the regarded
surface element(m,n) in cylinder coordinates.

It has to be said that the calculated excitations by means of this module, which is based on
the latter theoretical concepts of the Cavity Model, do not take into account coupling effects.
In order to include this interaction between the array elements additional current functions de-
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scribing the dielectric current due to surface and leaky waves and other parasitic currents have
to be added.

3.7.2 Currents with external software

The developed module expects as input information the name of the files, wherein the external
calculated values are stored, so that it retrieves and assigns them to matrices that are further
treated by the code. In the present thesis work, software based on FDTD and FIT has been used
for the generation of the values that are stored in the required file format. These applied tools do
not furnish the currents on the metallic patch but the fields above and underneath it. Following
it, from the acquired field values the module calculates the necessary currents on the radiating
metallic surface.

3.7.2.1 Currents on a radiating patch

The currents on the radiating patch have not been acquired directly but with the field values
around it. The simulation tools allow the user to calculate the magnetic and electric field in
a certain region at or around the analysed element. By using this feasibility and the relation
(1.69) of chapter 1 for the magnetic intensity according to theEquivalence Principle, the electric
currents on the patch can be acquired. Consequently, the first goal of the current gaining process
is to obtain the magnetic fields under and on the radiating patch and second to applied them to
the following equation in order to compute the necessary currents

~Jsur f
mn =~nsur f × (~Habove

mn − ~Hunder
mn ) (3.77)

In the latter adapted expression for a patch surface discretized inM ·N elements,~Habove
mn and

~Hunder
mn are the magnetic intensity above and underneath the surfaceelement(m,n), respectively.

Furthermore,~nsur f stands for the normal vector of the regarded surface elementthat is equivalent
to the normal of the patch surface since the microstrip antenna is assumed to be planar. The
resulting value is the current density~Jsur f

mn at the surface element(m,n). These acquired values
are stored in a matrix of complex elements.

3.7.2.2 Coupling between array elements

For an antenna array, the coupling effects due to the proximity of neighbouring array elements
contribute on the radiation and hence they should not be neglected. Due to the fact that every
antenna can receive and send radiated waves, the interaction between neighbouring elements
can affect their radiation and hence the far field of the wholearray. As mentioned in chapter
1, the mutual coupling effects can be taken into account by introducing a mutual impedance
matrix, like [20] and [21] suggest. Another way of calculating the coupling currents is proposed
in [9].

In microstrip arrays coupling takes place inside the dielectric layer due to leaky waves and in
the proximity space between the neighbouring array elements due to surface waves. Therefore,
the coupling influence can be determined by the currents on and under the radiating patches.
This conception is the basic idea for modelling the couplingwith the help of external software.
Furthermore, for the desired large array it is valid that allthe inner elements will interact simi-
larly with each other. This means that the currents of an element surrounded by a certain number
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of neighbouring elements will contain the coupling information due to its entourage. Conse-
quently, the coupling effects can be taken into account by using the currents of this element for
the calculation of the far field. For it, a patch array of smalldimension and point-symmetric
constellation can be used as model. The excitation on the centre element of this array can be
obtained and used for modelling the coupling currents.

The implementation of the afore given procedure has been performed in the following way.
An U ×V array withU = V = 3 has been conceived and simulated by means of external soft-
ware. Following it, the fields above and underneath the centre array element have been ex-
tracted. The currents values at the centre element patch areacquired by applying equation
(3.77). The procedure ends by storing the obtained current values for the further far field calcu-
lation. It has to be remarked that the simulation tools basedon FDTD and FIT method include
all interactions between the discrete meshed volume cells at the field calculations. Therefore
the extracted fields enclosed by the dielectric layer will contain the coupling influences of all
array elements.

3.7.3 Fringing effects at the array borders

Due to the fact that an array analysis approach should be capable of modelling a finite large
array, the effects at the elements at the borders of an array are discussed in the following.
Unlike the inner array elements, these fringing elements are influenced by their neighbours and
by the abrupt end of the dielectric layer. Consequently, theradiation of these elements will be
different and therefore their contribution on the far field should be taken into account.

The modelling of the fringing effects is based on the coupling modelling. The interaction
between the array elements and the layer edges takes place mainly inside the dielectric layer
and in the upper space. Therefore, the fringing effects can be determined by the currents on and
under the radiating array elements similar to the coupling effects. Furthermore, the elements at
the border of the array structure have less interaction withthe inner array elements.

The fringing effects are considerated by taking the currentvalues of the array elements
near the layer edges and by using them for the calculation of the far field with the help of the
developed approach in the present thesis work. Thus, a smallarray analysis similar to the one
for the coupling case has to be realized. The currents of the array elements near the corners and
edges are acquired and assigned to the counterparts of the finite large array.

The implementation of the fringe effects in the code is similar the one realized for the
coupling effects. The difference lies on the atribution of the currents: these are assigned only to
the finite large array elements near the layer edges and corners.

3.7.4 The applied software and its solvers

In the present thesis work simulation tools based on FDTD andFIT have been used in order
to obtain the field values above and underneath the metallic patch of the analysed microstrip
antenna. The simulation of the analysed patch and the small patch array has been performed
operating the user interfaces of these tools with the purpose of conceiving the geometrical struc-
ture and of running the solvers. Furthermore, two huygen’s surfaces above and underneath the
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respective cell region, whereat the patch surface resides,have been declared. The field val-
ues have been obtained by means of these surfaces and they have been stored in two separete
files. These files are expected to be available by the current extracting module that has been
devoloped in the present thesis work. Moreover, the software applied are TEMSI, that uses an
FDTD solver, and Microwave Studio, that solves with the FIT method.

TEMSI stands for Time Electromagnetic Simulator and is a open source software created
at laboratory XLIM (a collaboration between the Centre Nationale de Recherche Scientifique
CNRS and the University of Limoges). This simulation tool isbased on FDTD and is suitable
for handling flat structures of any kind including radiatingpatch antennas or even small arrays.
Since FDTD approximates antenna radiating behaviour very well and therefore it gives a certain
reliability to simulation tools based on this method, TEMSIhas been used to perform the field
calculations of the microstrip antenna. With the help of thecomputed fields at the dielectric
layer, the currents on the radiating zone, namely the patch surface, have been determined.

Microwave Studio is a custom software developed by the entreprise CST. This simulation
tool uses the FIT method in time and spectral domain in order to solve electromagnetical prob-
lems. For the simulation purposes in the present thesis workthe FIT solver in time domain has
been selected.

3.8 Implementation of antenna far field quantities

The quantities that describe the far field behaviour of an antenna array in a clearly arranged
manner are the directivity and the radiation pattern. Consequently, these quantities have been
implemented by developing respective modules in FORTRAN.

3.8.1 Calculation of the radiation pattern

The mathematical function for the radiation pattern presented in equation (1.87) in chapter 1 has
been implemented in a respective module. Therefore, the necessary electric far field values~Ei, j

in reference to aNθ ×Nφ observation space have been acquired from the complex field matrix.
In the following, the absolute magnitude of each electric field value for an observation points
has been computed. In addition, the maximum magnitude amongthe latter values has been
selected. With all the latter values the radiation patternCi, j for an observation point(r,θi,φ j)
has been acquired by using the following expression

Ci, j ==
|~Ei, j |

max∀i,∀ j{|~Ei j |}
(3.78)

The latter approach in order to calculate the pattern of an entire array has been used at the
development of a code in FORTRAN. The structure of this code is shown in table 3.9. Therein,
the brackets[ ] about the respective elements represent the matrix of theseelements.

The code reads the stored electric field matrix and transforms the latter matrix in another
one that contains the magnitudes of the electric field values. Then, the value with the maximum
magnitude is selected from the new matrix. According to the code structure, two loops control
the afore presented function in expression (3.78) for the calculation of the radiation pattern
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Calculation of
[
|~Ei, j |

]
with

[
~Ei, j

]

Selection of maximum value from
[
|~Ei, j |

]

for i= 1,Nθ
for i= 1,Nφ

Calculation ofCi, j with |~Ei, j | and max{|~Ei, j |}
end

end

Table 3.9 : Code structure for the radiation pattern calculation

Assignment of∆θ and∆θ
for i= 1,Nθ

Calculation ofθi

for i= 1,Nφ
Calculation of|~Ei, j |2 with ~Ei, j

Storage of|~Ei, j |2 in
[
|~Ei, j |2

]

Summation of|~Ei, j |2sinθi∆θ∆φ to ∑i ∑ j
end

end

Calculation of
[
Di, j
]

with
[
|~Ei, j |2

]
and∑i ∑ j

Table 3.10 :Code structure for the directivity calculation

elements. At the end of the loops a matrix containing the pattern values for all combinations of
the elevation and the azimuth angles,θ andφ, respectively, is obtained.

3.8.2 Calculation of the directivity

The computation of the directivity has been implemented based on the mathematical function
given in equation 1.91 in chapter 1. For it, the latter formula has been transformed in a suitable
expression given in the following

Di, j =
4π|~Ei, j |2

∑Nθ
i=1 ∑

Nφ
j=1 |~Ei, j |2sinθi∆θ∆φ

(3.79)

For the latter equation the availability of the far field values~Ei, j is a precondition. A module
coded in FORTRAN, that performs the latter expression, has been developed. For it, the code
analyses the far field values for a definedNθ ×Nφ observation space according to the structure
depicted in table 3.10. Therein, the brackets[ ] about the respective elements represent the
matrix of these elements

The code performs the necessary functions by means of a pair of loops that control the pa-
rameters for reading and filling the respective matrices. The first two steps of the developed
code for the calculation of the directivity are similar to the steps of the code for the radiation
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pattern. The difference is that, instead of acquiring the magnitude of the elements of the com-
plex far field matrix, their quadrature is computed. The obtained values form as well another
matrix of the same size as the far field matrix. Moreover, the summation factor∑i ∑ j , which
represents the denominator of equation (3.79), is calculated at each loop step. Furthermore,
after the loop proceeding the directivity matrix is acquired by a simple division of the matrix[
|~Ei, j |2

]
by the summation factor∑i ∑ j . In the end of the code procedure, the matrix with the

directivity values for all observing points is obtained.

3.8.3 Visualization

In order to visualize the calculated far field quantities, different diagram modules has been de-
veloped in MATLAB. Therefore, the small codes depict the obtained matrices for the radiation
pattern and the directivity in form of diagrams. The quantities can be graphically plotted in
linear diagrams or polar diagrams. Moreover, the reasons for the choice of MATLAB as pro-
gramming language for the visualization modules are the simplicity of reading external files and
the availability of plot commands.



Chapter 4

Antenna array synthesis and optimization

In certain antenna array design cases it is desired that antenna arrays have extremely low side-
lobe and narrow beamwidth patterns. In other cases the conceived array should show a desired
distribution or radiate a pattern possesing certain characteristics like nulls in certain directions,
dacaying minor lobes, etc. Thus certain pattern forms are ofadvantage in practice and therefore
it is necessary the designed array to yield or at least to approximate the desired pattern in an
acceptable way. Such a procedure of designing arrays is refered as "synthesis".

The existing sythesis methods can be divided in three clasesor categories. The first one is
the synthesis of various sector patterns. The second category embrace the synthesis methods for
low-side and narrow-beam patterns. Part of the latter classare the Dolph-Tschebyshev and the
Taylor line Source methods. Approaches like the Woodward-Lawson and the Fourier transform
techniques belong to the category of beam shaping synthesismethods

Furthermore within the array synthesis, there exist procedures that optimize some array
parameters subjected to additional condtions e.g. on the sidelobe level or the existance of noise
sources.

4.1 Pattern synthesis methods for linear and planar arrays

All the following methods accomplish the achievement of patterns by means of steering the
excitation of the array elements, which can be accurately controlled. These are presented in [6],
[1] and [55]; in the first two references in a more detailed manner.

4.1.1 Schelkunov or Polynomial Method

The Schelkunov method allows the design of an array whose pattern possesses nulls in desired
directions. Therefore, it uses the polynomial form of the array factor: the number of its elements
and their excitation coefficients are derived by means of knowing the number of nulls and their
location. In order to derive this polynomial form it is necessary to obtain a general expression
for the AF. Therefore, the different current amplitudesIn and a progressive current phaseα for
each array element are taken into account. The latter derivation is performed by taking the sum
expression from equation (1.98) for the array factor and reshaping it in similar way as in (1.103)
with β = k(rn− r0)+α andan = In

I0
yielding
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Figure 4.1 : Unit circle in complex z-space with root locations (white circles)

AF =
N−1

∑
n=0

In
I0

ejn(k(rn−r0)+α) =
N−1

∑
n=0

anejnβ (4.1)

The phase argumentβ in the complex expontential function contains the magnitudes of the
vectors toward the reference elementr0 and toward the array elementsrn, and the current phase
shift α between those two elements. Therefore, it depends of the geometrical position of the
array elements and hence of the spacing. The coefficientan gives the ratio between the current
amplitudes at then-element and at the reference element. The whole complex exponential
function can be substituted by a complex variable like in thefollowing

z= ejβ (4.2)

Consequently, the sum of theN-elements at theAF changes to

AF(z) =
N−1

∑
n=0

anzn = a0 +a1z+a2z2+ . . .+aN−1zN−1 (4.3)

This is the array factor’s polynomial form of degreeN−1. The polynomial has consequently
N−1 zeros and can be factored as a multiplication ofN−1 elements in the following way

AF(z) = aN−1(z−z1)(z−z2) . . .(z−zN−1) (4.4)

In the latter expression thezn are complex roots and give theN−1 zeros of the polynomial.
The magnitude of the array factor is given then by

|AF(z)| = aN−1|z−z1||z−z2| . . . |z−zN−1| (4.5)

The information about the zero locations helps the method toanalyse theAF and hence
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Figure 4.2 : Linear array of elementary dipoles equally spaced along z axis

synthesize the array. Therefore, the variablez is plotted on the complex z-space, wherez =
Re(z)+ jIm(z), as depicted in figure 4.1. For any realβ the complex variable is on theunit
circle: eachz’s magnitude amounts to unity and the respective angle dependson β. It can be
observed that the product of the lengths of the straight segments joining any point of the unit
circlez to theAF’s rootszn are equivalent to theAF’s magnitude.

In order to illustrate the analysis, a linear array of equally spaced elements located along the
z-axis with a element spacing ofd, as shown in figure 4.2, is regarded. The array factor will
have no variation inφ, but in θ. Consequently, the phase at the sum expression of (4.1) results
in β = 2π

λ dcosθ+α. Furthermore, in the latter analysis case the spacing is defined asd = λ
4 and

α = 0. Figure 4.3 shows some possible complex roots at the unit circle for the latter definitions.
According to [1] the region where the path of thez values on the unit circle take course is also
known as "visible region", the rest of the circle "invisibleregion", respectively. If all the array
factor roots are located in the visible region, then each onecorresponds to a null in the pattern
of theAF. This happens becausezchanges as the angleθ changes, so that it passes contingently
through each of the zeros. Whilez passes a zero, the length between it and this zero becomes
null and the magnitude ofAF vanishes.

In order to visualize the influence of the progressive current phase, the "visible region" of the
last example is depicted in 4.4 for the following case:d = λ

4 andα = π
4. Comparing figures 4.3

and 4.4 a rotation counterclockwise of the visible region isperceived for the non-ceroα. Plots
for differentα values show that the visible region rotates a certain amountthat is equivalent to
the respective phaseα.

Combining all the latter observation results the followingcan be said: In the case that all
zeros are not in the visible region, but in the invisible region and/or in a point other than the
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Figure 4.3 : "Visible region" at unit circle for d= λ
4 andα = 0

Figure 4.4 : "Visible region" at unit circle for d= λ
4 andα = π

4
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circle, then that particular array factor has no nulls for any value ofθ. Consequently, only the
roots on the visible region will contribute to theAF. If a given zero lies in the invisible region,
that zero can be included in the pattern by rotating the visible region, namely by changing the
current phaseα. Hence theAF can be "matched" with the zeros to the desired form.

If the array observed is uniform spaced and excited, then thezeros of itsAF are equally
spaced on the unity circle in z-space. For this special case,the polynomial array factor may be
described [6] by the following closed form

AF(r) =
zN −1
z−1

(4.6)

4.1.2 Fourier Method

The Fourier Method is often used for beam-shaping array synthesis. In this approach the array
factor is represented as Fourier series like in the following

AF(r) =

N−1
2

∑
n=−N−1

2

anejknβ(r,d) (4.7)

The Fourier series summation is performed over a symmetrical range. Therefore, the values
of n depend on the number of the series elementsN

n = ±1
2,±3

2,±5
2, . . . for N even

n = 0,±1,±2,±3, . . . for N odd
(4.8)

Consequently, theAF is a finite Fourier series that is periodic inr-space with the symmet-
rical interval. If the array factor is known, the excitationcoefficientsan can be found with the
help of the following formula that origins from the orthogonality conditions of Fourier series

an =
d
λ

Z

λ
2d

− λ
2d

AF(r)e− j 2π
λ nβ(r,d)dr (4.9)

While applying the Fourier Method, a condition for the spacing has to be taken into account.
For the spacingd ≥ λ

2 this method yields the least mean squared error approximation of the
desired pattern. For the spacingd ≤ λ

2 the definition of the pattern is not unique because the
integration domain exceeds the visible region.

4.1.3 Woodward-Lawson Method

The Woodward-Lawson is preferently used for shaping beams.The main idea of this technique
is to sample the desired pattern at several discrete points.Each sampled point is related to a har-
monic current of uniform amplitude and uniform progressivephase, whose respective radiating
field is referred to as acomposing function. Each current is steered by an excitation coefficient
bm such that its composing function’s strength is equal to the amplitude of the desired pattern
at its corresponding sampled point. The total current is a finite summation of all harmonic ex-
citations and consequently the synthesized pattern is represented by a finite summation of the
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corresponding composing functions.

The number of sampling points is obtained similar to the Shannon sampling theorem: in
order to reproduce faithfully the original function, it should be sampled at points separated no
more than half the period of the highest frequency. For the pattern sampling case means this that
the narrowest pattern possible should be taken as referencein order to calculate the sampling
points um. The narrowest pattern is achieved by a distance equivalentto the array spacing.
Since the length of the array is equivalent toL = Nd, there are at leastN samples. Hence them
sampling pointsum = u(m,d) for m= ±1,±2,±3, . . . ,±N−1

2 depend of the spacingd and the
number of elementsN.

Furthermore, the composing function has the following form

fm(d,α) = bm
sin
(N

2 β(u−um)
)

sin
(1

2β(u−um)
) (4.10)

The latter equation is equivalent to the normalized array factor of a uniform excited and
spaced array of expression 1.110 in chapter 1 multiplied by the excitation coefficientbm

The respective radiated field is described by the field contribution of the single array element
multiplied by the array factor, which is calculated by meansof all composing functions

AF(u) =

N−1
2

∑
m=−N−1

2

bm
sin
(

N
2 β(u−um)

)

sin
(

1
2β(u−um)

) (4.11)

The excitation steering values at the sample points are obtained by

bm = AF(u = um) (4.12)

The latter means that the excitation coefficients are equal to the value of the desired array
factor at the sample points since the composing functions have peak values of unity. Moreover,
the normalized excitation coefficient of each array element, which is required to achieve the
desired pattern, is given by

an = 1
N

N−1
2

∑
m=−N−1

2

bme− jkβ(u=um) (4.13)

The implementation procedure looks like in the following. The first composing function
generates a radiation pattern, whose placement is defined bythe uniform progressive phase.
The second composing function produces a similar pattern that according to its respective ad-
justed progressive phase coincides with the intermost nullof the pattern of the first composing
function. This results in a kind of controlled filling-in of the null of the first pattern contribu-
tion, whose amount is steered by the amplitude of the excitation of the second sample point. In
the same way, the uniform progressive phase of the third composing function is adjusted: the
maximum of its pattern is placed at the second intermost nullof the first composing function al-
lowing also a controlled filling-in. This process continuessimilarly with the remaining number
of composing functions.
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The primary advantage of the Woodward-Lawson method are thepossibility of using loss-
less composing functions and its simple implementation. Onthe other side, it does not control
the sidelobe level in the unshaped region of the pattern [66].

4.1.4 Dolph-Tschebyshev Method

The Dolph-Tschebyshev technique allows to narrow the beamwidth sustaining a given side-
lobe level. Therefore, it relates the excitation coefficients, which build up the array factor, to
Tschebyshev polynomials. The formula for Tschebyshev polynomials of recursive kind is

Tm(z) = 2zTm−1(z)−Tm−2(z) (4.14)

Each polynomial can be also calculated with the help of following expressions

Tm(z) =

{
cos(marccos(z)) for |z| ≤ 1
cosh(marccosh(z)) for |z| ≥ 1

(4.15)

wherem= 0,1,2, . . . , N−1
2 and

z= z0cos(u) with z0 = cosh
( 1

M arccosh(R)
)

(4.16)

HereR stands for the voltage ratio andu is a function that depends of the spacingd and the
number of elementsN. The voltage ratio takes positive values for the main beam and negative
ones for the side lobes.

The synthesis process starts by calculating the linear value of the voltage ratioRdB =
20log10(R). Continuously, theAF has to be expanded in its polynomial form. Furthermore, the
pointz= z0 is determined. Thus, the Tschebyshev polynomial coefficient becomesTm(z0) = R.
For calculating the Tschebyshev polynomials, the array side lobe region is attributed to|z| ≤ 1
and the major lobe to |z| ≥ 1. In order to normalize the polynomials, the substitution
cos(u) = z

z0
is realized. Consequently, the pattern has a maximum value of unity at z = z0.

Introducing all calculated Tschebishev polynomials, the excitation coefficientsan can be calcu-
lated by equating the Tschebishev polynoms with ones of theAF.

The Tschebyshev method is not adequate for large arrays due to the a gain limitation. For
relative small arrays as well as large ones the directivity yields a maximum. This can be ex-
plained by the forced constant sidelobes: they take a large part of the power, while the beam
becomes narrower as the number of array elements increases.

4.1.5 Taylor Line Source Method

As evoqued in the latter subsection, the Tschebyshev technique possesses deficiencies for large
arrays. Taylor analyzed the latter method, examined the limit of a continuous line source and
drew the following conclusions about allowed illuminations and pattern far-sidelobe levels. The
loss in efficiency of the Tschebyshev method comes from the enforcement of having constant
sidelobe heights. In the case of large arrays means this thata huge fraction of energy resides in
the sidelobe region. Hence a very large array requires an unrealizable aperture illumination.

Taylor states that the far sidelobes of a given line source are a function only of the line
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source edge illumination. According to [6], if the edge illumination for a line source of length
2a behaves as in the following

(a−|x|)υ (4.17)

at whichx is measured from the center of the source, then for the so-called "derivative"
υ ≥ 0 the far sidelobe level has the behaviour of the following function f (z)

f (z) =






sinπz
πz for υ = 0

cosπz
πz2 for υ = 1

sinπz
πz3 for υ = 2

cosπz
πz4 for υ = 3

(4.18)

whereinz= uL
λ andu is a function that depends of the spacingd and the number of elements

N. The choice of values for the "derivative" of the aperture illuminationυ "steers" the behaviour
of the far sidelobes, for example ifυ = 0 for the array leeds to sidelobes withsin(πz)

πz . A pattern
distribution, like the one of the uniform illumination, maintains its efficiency even if the array
becomes larger. For the other positive "derivative" valuesthe sidelobes decay faster and have
generally lower efficiency.

For "derivative" valuesυ ≤ 0 the illuminations are no realizable for the continuous aper-
ture case [6]. Furthermore, the location of the far zeros of the pattern are determined by the
edge illumination. Then-th pair of pattern zeros appear asN tends to infinity at the following
locations

zn = ±(n+ υ
2) (4.19)

A particular case is observed when the edge illumination zeros are compared with the
Tschebyshev zeros that occur asymptotically at±(n− 1

2): the latter zero locations correspond
to υ = −1, a not realizable illumination.

Taylor suggested a pattern function with zeros far from the main beam at locations that
correspond to the uniform illumination (υ = 0). Additionally, the zeros closer to the main beam
should be chosen similar to those of the Tschebyshev pattern. Taylor simulated and modified
a continuous source with similar features as the Tschebyshev pattern using the following ideal
line source patternSFas substitute

SF(z,A) =






cos

(
π(z2−A2)

1
2

)
for z2 ≤ A2

cos

(
π(A2−z2)

1
2

)
for z2 ≥ A2

(4.20)

where

z= uL
λ (4.21)

The sidelobe ratio is given as the value ofSFat z= 0

R= cosh(πA) ↔ A = 1
π arccosh(R) (4.22)
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The resulting pattern correspond to the limiting case of theTschebyshev array as the number
of elements is infinitively increased. Therefore, the locations of the zeros are

ZN = ±(A2+(n− 1
2)2)

1
2 N = 1,2,3, . . . ,∞ (4.23)

According to [6], if a new function with near zeros very closeto those of the ideal pattern
in 4.23 but with more far zeros corresponding to those of the functionsin(πz)

πz is defined, then the
requirement on the near and the far sidelobes can be fulfilled.

Taylor chose to keep all nulls at the integer location for|u| ≥ N̄, and to move those for
|u| ≤ N̄ near the locations of 4.23. By this way, nearly constant sidelobes near the main beam
can be obtained. In order to match these two sets of zeros, thedilation factor σ is applied.
This factor, which is slightly greater than unity, "dilates" the ideal space factor horizontally
by moving the ideal zero locationszn in a way, that eventually one of the zeros equals the
corresponding integer̄N. Therefore, the synthesizedAF pattern in normalized form is given
then by

AF(z,A, N̄) = sinπz
πz

N̄−1

∏
n=1

1− z2

z2
n

1− z2

n2

with z= uL
λ (4.24)

The zero locations of the synthesized pattern can be calculated by the following expression

zn =

{
±σ(A2+(n− 1

2)2)
1
2 for 1≤ n≤ N̄

±n for N̄ ≤ n≤ ∞
(4.25)

Herein thedilatation factoris given by

σ =
N̄

(A2+(N̄− 1
2)2)

1
2

(4.26)

at which forn = N̄ the zero location iszn = N̄. Due to the fact that thedilation factor σ
stretches the "ideal" space factor in the manner that its zeros are shifted away from the major
lobe, the beamwidth of the pattern is increased.

4.2 Pattern synthesis methods for conformal arrays

Building arrays with conformal elements conclude from the advantages that offer conformal
antennas. Particularly, they can provide wider range of scanning angles for phased arrays than
planar arrays. The challenging problem by using conformal arrays is how to handle the dif-
ferent orientations of its radiating elements, which invalidates the pattern separation principle
applicable to linear and planar cases. Thus, it makes the classical array synthesis methods
unusable. Therefore, different approaches have been proposed. Among them there are the itera-
tive least square method, adaptive array theory, the weighted inner product method and genetic
algorithms.
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4.2.1 The Projections Method

The generalized Projection Method (PM) is explained by Bucci et al. in [58] in detail. The
authors show the application of this technique on an array synthesis case [59]. A reconfigurable
array with phase-only control, whose elements lie regularly equidistant in a plane of a cartesian
frame, is expressed by a multiplication of the element radiation field Eelemand the array factor
(AF) in direction(θ,φ)

AF(θ,φ) = ∑
(n,m)∈I

anme− jk0
~r ′nm~u (4.27)

~u is the unitary vector, the productk0~r ′nm the propagation vector, respectively.I is the set
of the couples of(n,m) specifying the locations of the array elements.anm is the excitation
magnitude coefficient. The AF is defined over(−π,π)× (−π,π). For the reconfigurable arrays
there have to beq AF’s radiated by the same array and synthesized at the same time. This set of
AF’s belongs toB ⊆ (L 2)q, whereL 2 is the set of all functions square integrable on(−π,π).
Thus, aq-tuple of functionsFq(θ,φ), which belong to the setY ⊆ (L 2)q must to be taken into
account.

In addition to that, a setG of admissible q-tuples including only element satisfying the
requirement of|anm,1| = . . . = |anm,q| (phase-only reconfigurable array condition) is sought.
This means,G is a subset ofB . The requirements on the pattern are expressed byMdown,q ≤
Fq ≤ Mup,q, namely the definition of the desired pattern mask. Moreover, they belong to the set
M ⊆ (L 2)q. Due to the fact that there is no need for a stabilizing functional since the pattern
mask is defined for(−π,π)× (−π,π), the fundamental functional reduces to the last term [58].
These all reduces the synthesis problem to the search for a point of the intersectionM ∩B ,
which can be solved via the iterative process with the projection operatorsPM andPB and the
respective iterative step

Fn+1 = PM PB Fn (4.28)

with the general projection operator definition

PA : x∈ H → ŷ∈ A : ||x− ŷ|| ≤ ||x−y||, ∀y∈ A (4.29)

at whichA is a closed subset of the normed spaceH . Applied this definition to the array
synthesis example, the operators can be interpreted in the following form

PM ,qFq =





Mup,q
Fq

|Fq| Fq > Mup,q

Fq Mdown,q ≤ |Fq| ≤ Mup,q

Mdown,q
Fq
|Fq| Fq < Mdown,q

(4.30)

and

PB ,qFq :
Q

∑
q=1

||Fq− F̄q||2 → min (4.31)

In the latter expression,̄Fq is the calculated value for the AF andFq represents the desired
array factor. Furthermore, Bucciet al.give an insight into the properties of the limit point (4.28)
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of the iterative process. Therefore, the authors observe the behaviour of the distance function

D(Fn) = ||PBFn−PB PM Fn|| (4.32)

and explain three possible cases. First, ifD( fn) converges to zero, then the sequencefn
contains a subsequence that converges to the intersection point betweenB andM and hence
the sought solution is found. In the case that the distance function converge to a non-zero
value Dmin, there exist no intersection point and a "best" possible solution according to the
stated quality criterion is obtained. Moreover, the resultcan be improved by trimming of the
requirements. The last case, whereinD( fn) converge to a nonzero valueD( fT) and fT is a part
of the antecedentfn, is called "trap" case. The latter can be only avoided by another choice of
the starting point, which should be consistent with the problem at hand.

Furthermore, [60] shows the application of this synthesis method to conformal arrays. The
procedure is similar with the difference that is applied to the whole radiation pattern and not only
to the AF like in the planar case. The reason for that lies on the different radiation directions of
the array element pattern. The projection method is summarized in a more generalized manner
in [58]. Therefore, Bucciet al. the method is derived mathematically and different application
examples are shown.

A variant of the aforementioned projections approach is theSuccessive Projections method
(SP). Like the PM approach, it is an iterative procedure for finding a point in the intersection
in a number of sets. It is based on the methods of projections onto convex sets [62]. It is
applied for image restoration, filter and antenna design. According to Poulton [61], the method
proceeds by finding an estimate of nominal array excitation,which is consistent with all field
measurements within a prescribed error. These measurements define a number of intersecting
sets of possible array excitations: one set for every field point. A point in the intersection of
all sets represents an excitation that satisfies all constraints simultaneously, consequently it is a
solution to the problem. The iterative procedure of projecting onto each set in turn can under
certain conditions converge to a point in the intersection.

Furthermore, in [72] Elliot gives a description of a possible iterative algorithms based on
the PM and SP approach for conformal array analysis. Both algorithms are used in order to
realize comparisons between existing array synthesis methods for conformal arrays. An obser-
vation from the realized analysis in [72] is that the SP did not converge completely in Elliot’s
investigated case of conformal arrays and hence it delivered only a local minimum.

4.2.2 The Simulated Annealing Technique

The Simulated Annealing technique (SA) is an iterative mathematical algorithm that was
used formerly for optimization problems in informatics (physical design of computers) and
econocmis (travelling salesmen problem). Kirkpatricket al. describe the procedure of this al-
gorithm in a general form and uses it for the aforementioned optimization cases [65]. Due to
its simplicity and efficacy it was used consequently in electromagnetics. In [64] Farhat and Bai
describe its implementation for a phased-array pattern synthesis. Furthermore, Areset al. uses
the SA method in order to optimize the pattern of circular arcarrays.
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According to [65], the SA describes the procedure of finding the right temperature state
for growing a single crystal from a melt by careful annealing. Herein, the subtance is melted
first with the highest temperature that is then lowered slowly. The melt spends a long time at
temperatures near the freezing point. For the mathematicaldescription of the process, a cost
function symbolizing the system and a system variable, thatrepresents the temperatureT and
is to be optimized, are introduced. The process is initiatedat high temperature. In each step
of this algorithm, the system variable is given a small displacement and the resulting change in
the energy∆E of the system is calculated. If∆E ≤ 0, the variable changes and its configuration
in the system is used as the starting point of the next step. Incase of∆E > 0 the acceptance is

weighted. Therefore, the probability by means of Boltzmannprobability factorP(∆E) = e
− ∆E

kBT

with kB as the Boltzmann constant is calculated and compared to a random number in the range
of [0,1]. If the latter is less than the probability factor, then the new configuration is retained.
Otherwise, the original configuration is used to start the next step. These steps are repeated until
the optimum steady state of the system is reached. Furthermore, the choice of the initialT is
curcial for the success of the process.

For an array pattern optimization the SA technique is applied by defining a suitable cost
function replacing the energy and a set of parameters being the dynamic variables of the system.
In [63] the radiation patternC(θ,φ) of a circular arc array is expressed by the following form

C(θ,φ) =
N

∑
n=1

Inejαnejk0Rcos(φ−φn)Celem(θ,φ−φn) (4.33)

at whichR is the radius of the arc, where the elements are positioned.k0 stands for the
free-space wave number andφn = 2π

n−1 the angular spacing between the consecutive elements.
At the latter equation,Celem is the element pattern, which has to be taken into account dueto
the different direction of radiation(θ,φ) in contrast to their planar counter parts, where it is
not necessary. Considerating a conformal array structure,Areset al. define the magnitudesIn
and phasesαn of the excitations as the dynamic variables and therefore for a fixed geometry a
set of starting element excitations are chosen. In additionto that, the cost function has to be
determined. This is done in a general way as in the following

CostFct=
i=1

∑
M

ai(ϒdesired,i −ϒi)
2+

j=1

∑
N

b j(αstart, j −α j) (4.34)

Here,ϒdesired,i andϒi are the desired and obtained values for them sought design parame-
ters, which can be beam-width, side-lobe levels, gain, etc.αstart, j andα j are the starting and
the obtained value in each iteration. After defining the system to be optimized, the synthesis is
realized following the aforementioned SA process steps.

The advantage of the SA technique is its ability to avoid local minima and generally to
converge to the global minimum of the cost function. In addition to that, it has to be said that like
in the Dolph-Tschebyshev optimum function, the optimum function given by SA is different for
different steering angles. Furthermore, since simulated annealing is an iterative improvement
process, it takes a relatively long time to do an optimization problem. Thus, instead of the
Boltzmann selection rule, a Cauchy probability selection rule can be used to speed up the whole
annealing process [64].
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4.2.3 The Least Square Method

The Least Square Method is an approach closely related to local optimization techniques, like
Conjugate Gradient method and Newton method, that can be applied only to linear problems.
Since the relation between the excitations at the elements of an array and the array’s radiated
far-field are of linear kind, this method can be applied. The concept of the Least Squares method
(LS) is to find the required complex excitation values in order to obtain the desired radiation
pattern from the antenna system. Furthermore, using the linearity of the system functions the
latter can be written in matrix form as in the following equation

(Cd) = [D] · (A) (4.35)

where(Cd) stands for the desired pattern in vector form,[D] for the geometry dependant
system matrix, also called complex element directive pattern matrix [72], and(A) the excitation
vector, respectively. Consequently, the latter matrix equation has to be solved in order to yield
the sought excitations. For it, there exist different kindsof approach. The simpliest one is to
multiply equation 4.35 by the transposed matrix[D]t resulting in

(
[D]t · (Cd)

)
=
(
[D]t · [D]

)
· (A) (4.36)

The resulting matrix equation, whose right side is equivalent to a square matrix, can be
solved by standard techniques. Furthermore, if the latter equation is reshaped as in the following

(A) =
(
[D]t · (Cd)

)−1 ·
(
[D]t · [D]

)
(4.37)

and if instead of using the transposed matrix the hermitian transpose[D]H of the system
matrix is applied, then the classical LS approach is derived. Consequently, the solution can be
calculated as in the next equation

(A) =
(
[D]H · [D]

)−1 ·
(
[D]H · (Cd)

)
(4.38)

The latter equation gives the solution according to the classical LS method. The hermitian
transpose[D]H is equivalent to the transpose of the complex conjugate of[D].

Moreover, it would be useful to solve the matrix equation by simplifying the required matrix
inversion. For it, there exist some decomposition techniques for invertible matrices in order to
reduce the computation effort due to matrix inversion . For instance, the LU decomposition sees
the matrix[D] as a result of the multiplication between a lower and upper triangular matrix,[L ]
and [U], respectively. Hence, the matrix system in (4.35) can be solved by finding the solu-
tion for two smaller systems. Furthermore, another decomposition technique is the orthogonal
matrix triangularization or QR decomposition method. Thisapproach is more effective since
it reduces a(m,n) matrix with m > n and full rank to a much simpler form. Furthermore, it
minimizes the approximation error, which is usually expressed by

err = (Cd)− [D] · (A) (4.39)

The QR method decomposes matrix[D] in an orthogonal part[Q] and an upper triangular
matrix [R] like in the following

[D] = [Q] · [R] (4.40)
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Since the suitably chosen orthogonal matrix is unitary and the relation[I ] = [Q] · [Q]H, with
[I ] as the identity matrix and[Q]H as the hermitian conjugate, is valid, then the transpose of
matrix [D] is

[D]−1 = [R]−1 · [Q]H (4.41)

Consequently, the solution for equation (4.35) and therefore the sought excitation vector is

(A) = [R]−1 · [Q]H · (Cd) (4.42)

It has to be said that in order to apply the QR method, the linear system in (4.35) is suppossed
to be a over-determined.

Another more elegant and efficient way to solve the LS matrix equation is performed with
the Single Value Decomposition (SVD). This method presented by Mazzarella in [71] decom-
poses the complex element directive pattern matrix[D] in order to find its pseudo-inverse for
minimizing

||(Cd)− [D] · (A)||2 (4.43)

The SVD allows to "split" the matrix[D] in certain matrix components like in the following
equation

[D] = [U ] · [Ξ] · [V]H with [Ξ] = diag(σ1, . . . ,σN) (4.44)

In the latter decomposition,[U ] is a unitary matrix containing the left-singular eigenvectors,
[V]H the conjugate hermitian of a unitary matrix composed of right-singular eigenvectors, and
Ξ a diagonal matrix that is constituted of the singular valuesof the [D]. For these Eigenvalues
is valid σ1 ≥ σ2 ≥ . . . ≥ σr+1 = 0 with rank{[D]} = r. Consequently, the pseudo-inverse[D]+

of the system matrix is

[D]+ = [V] · [Ξ]−1 · [U ]H with [Ξ]−1 = diag( 1
σ1

, . . . , 1
σr

,0, . . . ,0) (4.45)

Mazzarella proposes to apply the acquired pseudo-inverse in equation (4.35) replacing the
transpose[D]t like in the next equation

(A) = [D]+ · (Cd) (4.46)

Moreover, Jornaet al. in [70] propose a variant of Mazzarella’s approach by truncating
the SVD by eleminating certain amplitudes that do not contribute to a significantly better syn-
thesized radiation pattern. The proposal demonstrates an improvement for the LS solution in
reference to the radiation beam quality due to a improvementfor the tapper efficiency of the
conformal array.

In addition to that, it has to be said that Least-Squares optimization gives a solution for the
unknown excitation values that is valid for some (guessed) phase values of the goal function but
that is not necessarily equivalent to the optimum solution for the synthesized pattern amplitude.
For finding the best amplitude fit, Vaskeleinen proposes the iterative LS [67]. Furthermore, the
LS optimization is also not directly suitable for phase synthesis, which is a nonlinear optimizing
problem [68]. Consequently, the iterative LS method in combination with possible contraint
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values is presented in [69] as an efficient solution for this case.

4.2.4 The Virtual Array Method

The basic idea of this approach of Vaskelainen [66] is to minimize the difference between the
array factors of the "virtual" array and the array to be optimized. Therefore, an array, the so-
called virtual array, is synthesized with a suitable methodaccording to the destination array
geometry and later its excitation values found are transformed into the excitation values of the
destination array. For it, the radiaton pattern of the virtual arrayCv and of the analysed arrayC
are described as follows

C(~u) =
K

∑
k=1

ake
jk0~rk~u and Cv(~u) =

K

∑
p=1

αpejk0~ρp~u (4.47)

ak and~rk are the excitation coefficients and the position vector of the k elements of the
examined array and their counterpartsαp and~ρp for the p element virtual array.~u is the unit
vector. The error function is given by

δ(~u) = C(~u)−Cv(~u) (4.48)

Vaskelainen defines the following integral function from the latter error function for all
directions (over the solid angleΩ) in order to derivate a relationship between the excitations of
the examined and the virtual array.

s=

I

Ω
δ(~u)δ∗(~u) (4.49)

The resulting relationship, which fullfils ∂s
∂ℜ(ai)

and ∂s
∂ℑ(ai)

, is

K

∑
k=1

ak

I

Ω
ejk0(~r i−~rk)~u−

P

∑
p=1

vp

I

Ω
ejk0(~r i−~ρp)~u = 0 for i = 1, . . . ,K (4.50)

The latter expression can be expressed by the following matrix equation

Srr A = SrvAv with A = [a1, . . . ,aK], Av = [v1, . . . ,vP] (4.51)

The elements of matrixSrr andSrv are the integral components from equation (4.50), which
are evaluated and result in

Srr (i,k)4π
sin(k0|~r i −~rk|)

k0|~r i −~rk|
Srv(i, p)4π

sin(k0|~r i −~ρp|)
k0|~r i −~ρp|

(4.52)

The virtual array should be a known array in the sense of an easy to evaluate array, for which
a known and efficient synthesis method exists. In addition tothat, it is advantageous if the virtual
array is 1.5−3 times the maximum dimensions of the examined array. The choice of the size
of the virtual array has influence on the accuracy of the synthesis: for a large virtual array the
analysed array can not reproduce the finest details of the respective array factor. Consequently,
the detailed errors are smoothened out in the array factor ofthe examined array.

According to [66], the latter matrix equation can be used forany array geometry, if one can
find a synthesis method for the virtual array. This means thatthe virtual and the examined array
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must have similar geometry. Furthermore, Vaskelainen usesthe two-dimensional Woodward
Synthesis in order to optimize a planar array.

4.2.5 "Conformal Fourier Method" or Weighted Inner Product Method

Deng and Michalski present in [73] an alternative approach that is based on the inner product
and resembles to the Fourier method for planar arrays. They proceed regarding the total far field
patternCarray as a summation of the translated versions of the reference element patternϒt .

Carray(~r) = ∑
t

∑
p

ct,pϒt,p(~r) with ϒt,p = ϒte
jk~r~p and ϒt = (TtCre f)(~r) (4.53)

At the latter expression,Tt stands for the translation operator,Cre f for the reference element
pattern, respectively.~p,~t and~r are the position vector, the orientation vector and the vector of
observation direction, respectively. Furthermore, the coefficientsct,p embraces the translation
and orientation properties on the reference element pattern. The authors find a strong resem-
blance with the windowed Fourier transform (WFT) that is a reconstruction formula. In order
to yield a desired pattern, the coefficientsct,p are calculated with the help of a weighted inner
product that has following general form

〈 f ,g〉 =
Z

Γ(~r) f (~r)g∗(~r)dr (4.54)

at which the symbol(∗) stands for the complex conjugate andΓ for the weight function
respectively. In the beam synthesis case the weight function is defined by

Γ(~r) =
1

∑t |ϒt|2
(4.55)

The desired pattern constructing coefficients are calculated by the following equation

ct,p = 〈Cdesired,ϒt,p〉 (4.56)

The latter inner product allows the WFT to construct the sought radiation pattern. The
approach applied on planar antennas is equivalent to the Fourier method, hence it can be seen
as a conformal version of the Fourier method for planar arrays. The additional capability of this
method is to compensate nearby all the translation effect due to the curved structure.

4.2.6 Synthesis with a Genetic Algorithm

The classical synthesis techniques presented at the beginning of this chapter, are thought to be
for planar arrays and hence they are not adequate for conformal array structures. Furthermore,
some of the methods for antenna array synthesis, coming fromthe afore presented ones for
conformal antennas, can only be applied to arrays with certain conditions on the array shape and
on the array elements. In addition to that, approachs like the Successive Projections method tend
to converge to local minima. Genetic Algorithms (GA’s) havethe potential and ability to explore
the entire configuration space and eventually reach the global minimum [80]. Consequently,
they are used for different optimization problems in electromagnetics as shown in [74] and [75].
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Moreover, they have been used for array synthesis [76] and [77]. This optimization method is
treated in detail in the next chapter.



Chapter 5

Use of a genetic algorithm for antenna
synthesis

Considering the aforementioned synthesis methods, the choice on a feasable and efficient ap-
proach for optimizing a conformal array has been persued. Inorder to overcome the great
computational effort of direct analysis approaches due to matrix inversions, and to acquire more
accurate methods as iterative methods yield, robust optimization methods like simulated anneal-
ing and genetic algorithms are most like to be used. Among both techniques, the most diffused
and used one are genetic algorithms. The reason therefore isthat GA’s are versatile and accurate
for easy as well as for complex cases, where other optimizingmethods fail. Although it is a
time consuming method, the ratio between the time effort andthe quality of the results back
their use in different engineering domains. Therefore, in this work the application of a genetic
algorithm is used as synthesis method.

5.1 About genetic algorithm

A genetic algorithm (GA) is a model of machine learning that is based on natural selection.
According to [80] and [74] it derives its mechanisms according to the principle stated by Dar-
win known as "survival of the fittest". Therein, an initial population is created from a random
selection of the parameters in the parameter space. Each parameter set represents the individ-
ual’s chromosomes. Each individual is ranked after hisfitness, which is a measure of how well
the solution is concordant with the requirements. A new generation emerges from the current
generation by creating offsprings from a pair of individuals.

There are three operational functions in a GA with the objective of creating the next gen-
eration, these are selection, crossover and mutation. At the beginning, a population composed
by a number of individuals is given. These individuals are randomly generated. According to
the biological life process, the more fit individuals have a higher chance of finding a mate and
reproducing. Conversely, the weak individuals have less chance in mating and hence they die
off. This is known as natural selection, which is implemented in a GA in form of the selection
function. By favouring the mating of the more fit individuals, the more promising areas of the
search space are explored. Analogous to its biological counterpart, the cross-over function in
a GA is defined for the children of the selected population. A child’s chromosome set is some
mix of its mated parent’s chromosomes.
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Figure 5.1 : General flow diagram for a typical genetic algorithm

Following the cross-over, the mutation function operates in a GA. Like in nature, certain
gene’s chromosomes are altered or changed by chance, givingadditional or taking away certain
characteristics of the individual. Furthermore, the fitness of each child is determined and the
process of selection, crossover and mutation is repeated. The entire new generation creating
process is performed until an entirely new popolation is generated. Practically, the average
fitness of the population in the GA tends to increase with every new generation. Consequently,
the aforementioned process is successively done until veryfit individuals are obtained. Figure
5.1 visualizes by means of a flow diagram the latter describedprocesses in a genetic algorithm.

According to [76], the selection process happens at each iteration step. Herein a certain
amount of pairs of parents are chosen by tournament, wherebyeach parent is selected as the
best of a randomly chosen group from the group of candidates.Each of these couples produce a
child or more using crossover, which is followed eventuallyby a mutation. The crossover step
refers to the mixing of information from both parents to create the children: from each parent a
part of their chromosome set is taken randomly generating a new set of chromosomes for their
offspring. The mutation process implies that the chromosome set of an generated individual is
modified: one chromosome is altered randomly.
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5.1.1 GA process functions and concepts in a Genetic Algorithm

The process functions of the GA and certain additional methods coming from the mathemati-
cal implementation are presented in [80], [79] and [78]. These functional steps and concepts
are floating point and binary coding, tournament selection,single point and uniform crossover,
jump and creep mutation, niching as well as elitism. Therefore, they are presented in the fol-
lowing paragraphs.

Coding is a method for discretizing the individual parameters in a number of possibilities.
Analogue to the description of genes in biology, the individual’s chromosomes are encoded as
a string of values. Therefore, each parameter is represented by its chromosome. The length of
each parameter string is called the parameter length. According to the floating point coding,
the value of the chromosome is stored as a floating point number. Furthermore, the parameter
length is unity since each parameter is represented by a single chromosome in the chromosome
length. For binary coding, the chromosome length is based onthe total number of possibilities
in a binary format. For example, 2n possibilities would be represented by a string ofn binary
elements, which can only contain the values of 0 and 1.

Selection in a GA is the function of picking right parents concerning their fitness char-
acteristics for mating. According to [80], there are expected value selection and tournament
selection. At the first selection method the expected probability pi of being selected for an indi-
vidual is his/her fitnessfi divided by the sum of the fitness of all individuals. This ispi = fi

∑i fi
.

Consequently, the expected number of parents with an chromosome seti for the new generation
is simply npi , with n as the population size. Finally, random pairs of the latter attained indi-
viduals are chosen for mating. At the tournament selection random pairs from the population
are selected and the most fit of each pair is allowed to mate. Each pair of mates create a child
or children, which have some mix of the two parents chromosomes according the method of
crossover (see next paragraph). This process continues until a new generation with a number of
individuals similar to the old generation is repopulated.

Another process function used in a Genetic Algorithm is crossover. There exist single point
crossover and uniform crossover. At the first one, a crossover point is randomly chosen in
the chromosome set of the first individual. At this point, thepart of the first parent set is
replaced or overwritten by the one of the second parent set. As an example, let the first parent
set be "abcde" and "ABCDE" for the second parent, respectively. Following the single point
crossover, a possible child set can be "abcDE". Herein the randomly picked point lies between
"c" and "D". The uniform crossover is a crossover process, where each chromosome position
has its own probability for a crossover with the one of the second parent. Thus, it is possible
to obtain any combination of the two parent chromosomes. Using the latter example a possible
chromosome set of the child can be "aBcDe". Comparing both processes, for the single point
crossover the possibility that the child inherites the whole chromosome set of one of the parents
exists. For the uniform kind, this possibility is not available.

In a GA there exist two kind of mutation: the jump mutation andthe creep mutation. The
jump mutation produces a chromosome that is randomly chosenfrom the defined parameter
range. Using the example of the crossover methods, the chromosome set of a child can be
"abcDM", where "M" is not a chromosome from either parent. The creep mutation method
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generates a parameter value that is randomly picked to be larger or smaller than the parents’
one. As an example the child chromosome string resembles to "abcDF", where "F" is not
a chromosome from either parent but it is only one increment away from the second parent
chromosome value of "E".

Niching, also known as sharing, is an effective GA techniquefor problems in multimodal
domain, where each peak can be thought as a niche. The latter means, that there exist more
then one possible solution to the optimization task. According to Miller [82], the analogy from
nature is that within an environment there are different subspaces (niches) that can support
different kind of life (species, or organisms). The number of organisms for a given niche is
determined by its fertility and the organism’s capacities to exploit this fertility. If there are to
many organisms in the niche, there will be not enough food, hence the least efficient organisms
will disapear. Conversely, if there are few organisms in a fertile niche, they will quickly repro-
duce in order to exploit the niche’s ability to support life.In a similar manner the GA maintains
with the niching function the population diversity of its members in a multimodal domain. This
multidimensional sharing scheme is presented by Goldberg in [84].

The elitism function is used frequently in a Genetic Algorithm. This is an operator used
for ensuring that the until date generated individual, which has the best chromosome set, pro-
creates offspring. After the population is generated, the GA verifies if the best parent has been
replicated. For a negative verification result the algorithm choses a random individual and the
chromosome set of the best parent is copied to that individual. This process helps to prevent the
random loss of good chromosome strings

5.1.2 The micro-Genetic Algorithm

The micro-genetic algorithm (µGA), as the name ’micro’ alludes to, is a small population GA
with reinitialization. This approach was derived from sometheoretical results obtained by Gold-
berg, according to which a population size of three is sufficient to converge, regardless of the
chromosomic length adopted [81]. Furthermore, Goldberg suggested to start with randomly
generated population, then to apply on it the GA process steps aforementioned until reaching
nominal convergence. After it, a new population should be generated by transferring the best
individuals of the converged population to the new one. The remaining individuals would be
randomly created and the process should restart.

Krishnakumar in [83] did the first implementation of theµGA. His algorithm starts with a
small random population of five individuals that evolves like a standard GA process but with
crossover rate of one and a mutation rate of zero. The elitismstep copied the best chromosome
string found in the current population to the next generation. The selection step was realized by
holding four competitions between strings that were adjacent in the population array, and taking
the individual with the highest fitness for the next round. Consequently, at Krishnakumar’sµGA
the concepts that are used are those of elitism, single pointcrossover and restart. The mutation
concept is not used as aforementioned. Furthermore, Krishnakumar compared his results with
the ones of the simple GA and reported a significant improvement: the results converged even
on real-world engineering control problems faster. Another advantage found at Krishnakumar’s
µGA was the avoidance of premature convergence.
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5.1.3 Application of a Genetic Algorithm

The GA is applied to a certain process by allowing it to "pilot" the generation or selection
of input variables. For example in [77], the genetic algorithm technique is used to select the
excitation phases that would produce the closest possible match to a desired array radiation
pattern. The input variables will be chosen or created refering to an evaluation of the output
quality called "fitness". This fitness evaluation is made by comparing the desired quantity with
the calculated one. According to Carroll [78] the fitness canbe calculated by

fitness(Qcalc,Qtarget) =
1

∑K
k |Qtarget,k−Qcalc,k|

(5.1)

at the latter equationQtarget,k is the desiredk-th quantity value,Qcalc,k the value of the
calculated quantity, respectively. The amount of measuredand calculated values is for both
K. According to [74], to rank the performance of the solutions, it is necessary to calculate the
error for a given solution. Therefore, the error value should be calculated by means of an error
function, which will reflect the fitness of a solution in a GA. As already seen, the error value
is equivalent to theK differences between the calculated quantity value and the desired target
value. Consequently, the following equation

ErrF (Qcalc,Qtarget) =
K

∑
k

|Qtarget,k−Qcalc,k| =
1

fitness
(5.2)

which is the inverse of the fitness function, gives the total error and is known as the error
function. It has to be said, that the afore presented error function is the equivalent to the afore-
mentioned cost function in the Simulated Annealing method.In fact, the term cost function is
also used in GA. In the present thesis work cost and error function are synonyms.

Furthermore, it is important that the error function is welldesigned according to the target
requirements. The following equation is an example for a possible error functionErrF proposed
by Skaar [74]

ErrF (Qcalc,Qtarget) =
K

∑
k

(Qtarget,k−Qcalc,k)
2 (5.3)

The desired quantity valuesQtarget,k can be theoretical values or measurements. In a more
general way, the error function can be represented by the following definition, wherein the value
differences are weighted with coefficientsck

ErrFp(Qcalc,Qtarget) =

[
K

∑
k

(ck|Qtarget,k−Qcalc,k|)p

] 1
p

(5.4)

K is the number of target quantity values as well as the number of computed quantity values.
The parameterp in the latter equation gives how the large errors are weighted compared to small
ones. For example, forp = 1 the error function becomes a simple weighted sum of errors,for
p = 2 the error function is equivalent to a weighted Euclidian metric. For the limit casep→ ∞
the error function evolves to

ErrF∞(Qcalc,Qtarget) = max
k

(ck|Qtarget,k−Qcalc,k|) for p→ ∞ (5.5)
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Therefore,p has to be chosen according to the requirements.

5.2 Implementation of the genetic algorithm

The array synthesis for antenna arrays with a defined structure is done by determining the opti-
mal excitation of the elements. The excitation currents arecomposed of a complex magnitude
(or amplitude) and a complex exponential function with the excitation phase as argument. Gen-
erally, the basic concept of the optimization is to determine the best amplitude coefficient and
phase coefficient configuration by means of a GA, in order to obtain a desired radiation pat-
tern. In the case of beam-shaping and phased arrays, whereinthe excitations amplitudes are
pre-determined, the phase coefficient configuration is optimized.

Furthermore as seen in the last paragraphs, the definition ofthe adequate fitness function is
fundamental for the optimizing process of the conformal array. In connection with the fitness
comparison, it is essential to define a suitable objective function, or pattern mask, that describes
the desired pattern. In addition to that, the GA should be composed of the alternatives for
the process functions, which lower the quantity of evaluation operations (this means the GA
optimizes fast) and find the optimum solution (this means theGA works efficiently) at the same
time. Moreover, the GA’s process functions has to be adequately configured in relation to the
synthesis of conformal arrays. In addition to that, the initiation and control variables for each
GA process step have to be adequately defined.

5.2.1 Structure of the performed GA

The Genetic Algorithm at this work is an adapted version of Carroll’s developed GA for the
optimization of a chemical oxygene-iodine laser presentedin [79]. The reason for this choice is
the versatility of Carroll’s algorithm, which was previously tested for a source decomposition
problem. Besides, being based on the GA theory of Goldberg, it has its own random generator
that works more efficient than other tested codes. Consequently, the GA in this work uses binary
coding, tournament selection, uniform cross-over, creep mutations, niching, elitism. There exist
also the possibility of launching Krishnakumar’sµGA. The GA is structured as depicted in
figure 5.2.

The GA starts with an initialization stage, wherein the firstgeneration created. Following
it, the fitness evaluation step is applied that stores the resulting fitness of the actual generation.
Then, the inheritance stage starts, wherein selection and cross-over take place. The latter step
leads to the modification stage, whereat ifµGA option is note used, mutation is applied. The
process continues with the generation of the off-spring, namely the new generation. The last
stage of this iteration is the reinitialization. The latterprocess is run until the designated number
of simulations of the GA is reached. The implemented code is analogue to the presented GA
structure. The GA process components are explained in the following paragraphs.

5.2.1.1 Initialization

In the initialization stage, the input data containing all values for the GA variables is retrieved
from a file. These are the heuristic values, like cross-over and mutation probability, as well
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Figure 5.2 : Structure of the implemented genetic algorithm

as command values, e.g. if aµGA should be performed. The input file has also information
about the population, for instance the amount of generations and parameters to optimize, and
about the parameters, namely the element amplitudes and phases. The input data contains also
details on the pattern mask that describes the desired pattern function, e.g. beamwidth, steering
angle, etc. In the case that the user desires aµGA optimization rather then the standard variant,
the values after Krishnakumar, as described in the latter chapter, are set automatically. This
is, the population size has the value of five, crossover rate of one and a mutation rate of zero,
respectively. Likewise elitism, single-point cross-overand restart are performed.

Furthermore, if it is the first simulation run, the pattern mask function, which is given in
detail in the next section, is built according to requirements set by the user. Another significant
event, that happens during the first round, is that the population composed of individuals is
generated. To these individuals were attributed ramdomly the characteristics given in the input
file. Conversely, if it is not the first simulation, the initialization stage reads from a store file
the information about an existing optimized generation. Following it, the random values for
the amplitudes and phases of the population individuals arecoded in strings using coding. This
work uses binary coding, since it lowers the size of the population and hence the number on
evaluation operations needed for the optimization according to the results obtained in [80]. The
coded information about the population is stored in a matrix, which contains in each row each
individual and in the columns the properties of each individual. In our case, a rows stands for a
solutions and the columns for the parameters, namely the element phases and amplitudes.
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5.2.1.2 Evaluation of the fitness

The evaluation of the fitness is the core step of the synthesisprocess. It performs the analysis
of the investigated optimization problem with the regardedpopulation as a posible solution.
Therefore, for each generation the evaluation function takes the coded chromosome strings of
each individual and then it decodes them using the respective decoder for the binary code. By
this way, the phases and amplitudes of all solutions are obtained. Following it, each solution
and its respective parameters are transformed in the complex excitation combination applied on
all array elements. For each array element, this is multiplying the matching amplitude by the
complex exponential function containing the respective phase as argument. Then, the excited
array is evaluated on its fitness with the fitness function.

As seen in the latter chapter, the fitness function is the inverse of the error functionErrF
(equation (5.2)). Consequently, the error and therefore the difference between the pattern mask
function values and the calculated values is computed by means of an adequate error function,
whose form depends on the optimization case. The construction of a such error function is
presented later in this chapter. The radiation pattern is calculated for each solution, this is, the
complex excitation combination is applied to the array. Thenecessary array pattern computation
in each case is performed with the hybrid method created in this work. For each proposed
excitation combination, an error value is obtained. From all these error results, the lowest value
that stands for the highest fitness value is selected and stored.

A distinctive feature of Carroll’s GA implemented for this work is the adaptive fitness
threshold. The first threshold is set equivalent to the best fitness value obtained at the first
run. If a better fitness value is obtained in any random solution during the next rounds, then this
value becomes the threshold. The following runs become consequently more discerning and
hence the optimization process of higher quality.

5.2.1.3 Niching

Another function that highers the quality of the optimization process is the implemented niche
function. The studies made by Carroll in [79] show that the niche technique is only useful for
multimodal optimization problems. Consequently, the niching stage is an optional stage and
hence it can be switch on or off depending on the problem requirements and, of course, on the
user’s desire. Furthermore, the niche function is implemented by means of a triangular sharing
function according to [84].

5.2.1.4 Inheritance

The inheritance stage consists in elaborating the characteristics of a new generation from the
genes or chromosomes of fit individuals of the actual generation. This is realized by the selec-
tion and the cross-over functions. The genetic algorithm inthis work uses tournament selection,
which works efficiently in selecting the fit parents for mating from a relative small sized pop-
ulation. These results are found by Carroll in [78]. He attributes this behaviour to the greater
probability to find the mating partner by chance under the constraint of certain selection rules.

For the breeding of a fit generation, the genes of fit partners are combined by means of the
cross-over function. Uniform cross-over is used in order tomix up the parents genes as much
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as possible. The reason for this choice is found in [79]: the studies effectuated show that the
uniform-crossover case converges faster to the optimal solution then the single-point variant.
Other studies, like [80], confirm this behaviour.

5.2.1.5 Modification

The modification step stands for the mutation process function. It simulates random changes
in the chromosomes. The creep mutation kind is chosen as mutation variant, since apparently
this method can slide the gene pool toward the optimal solution rather than just having to jump
forwards it [79]. Consequently, the optimum is reached withhigher velocity than using the
jump mutation method. In the modification stage there exist the option to continue with the
process of Krishnakumar’sµGA. For it, the mutation function is omitted as aforementioned.

5.2.1.6 Offspring generation

After having all the information required, in the offspringgeneration stage, as the name implies,
a new generation is created with the genes and chromosomes combination from the fittest par-
ents attained by the latter other stages. For it, this stage reuses the created arrays of the parents,
giving so place to a new generation. Parallel to it, it also checks if the fittest individual of the
parent generation had offspring (elitism). In the end, it codes the gene information in strings
with the aforementioned binary code method.

5.2.1.7 Restarting

In the restarting step the gained fittest candidates from theactual generation are stored in a
file. The latter file is used in the initialization stage in order to take them as the new parent
generation. By this way, the first simulation loop ends and the GA process restarts from the
beginning.

5.2.2 Defining the pattern mask

The selection of a suitable objective pattern function to test the fitness of a solution is an es-
sential step for the optimization process. This pattern mask has to depict the characteristics of
the desired pattern. Boeringer [76] and Allard [77] propose, based on studies made for pattern
approximations, mask functions of cosinusoidal kind. In this work, the following pattern mask
function is used

Fmask(θ) =





√
cosq

[
π
2

θ−θ0
δBW,θ

]
for θ ∈ [θa,θb] ⊆ [−π

2, π
2]

0 elsewhere
(5.6)

δBW,θ stands for the angle range of the half-power beamwidth,θa andθb are the limits of
the main beam angular expansion, andθ0 is the desired steering angle.q is a decimal number
that has a different value depending on the antenna kind usedas array element. For instance in
[77], certain patch antennas are used as array elements and the pattern mask is approximated
by means of the latter function withq = 2. Furthermore, Boeringer suggests thatq = 1,6 or
q = 1,5 approximates the pattern of dipole arrays. The value ofq is often chosen to match the
half-power beamwidth of the radiating element under consideration [76].
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For the two-dimensional array case, if the desired beam should be steered in(θ0,φ0) di-
rection, expression (5.6) can be expanded by defining the behaviour of the mask pattern inφ
direction. This can be performed by using the latter equation and replacing the values related to
the angleθ with the ones related toφ as well as expanding the range for the respective values.
This yields to

Fmask(φ) =





√
cosq

[
π
2

φ−φ0
δBW,φ

]
for φ ∈ [φa,φb] ⊆ [−π,π]

0 elsewhere
(5.7)

δBW,φ stands for the half-power beamwidth, this is the range ofφ values.φa andφb are the
limits of the main beam angular expansion, andφ0 is the desired steering angle. By combining
mask functions (5.6) and (5.7), a three-dimensional pattern mask is obtained for the steering
direction(θ0,φ0)

5.2.3 Building the error function

The error function used in this work has been defined according to the error function given by
Baroni et al. in [75]. The respective error function is given for a patternmask values along
θ direction. The array pattern synthesis has to take into account the case, whereat the pattern
is being steered in direction(θ0,φ0). Therefore, the error functionErrF has to be extended.
This is done by using Skaar and Risvik’s proposal in [74]. Theerror function is composed
by two error functions that evaluate the calculated three-dimensional field function regarding
one of the two angular dimensions. The sum of both component errors gives the total error.
Consequently, the error functionErrFθ, which evaluates the excitation combination forθ = θ0,
can be calculated by

ErrFθ =

√
∑K

k=1

www~Ek− ~̃Ek

www
2

√
∑K

k=1‖~̃Ek‖2

∣∣∣∣∣∣∣∣
θ=θ0

(5.8)

Similar is valid for the componentErrFφ that is obtained with the same equation but with
φ = φ0 instead of a fixed angleθ.

ErrFφ =

√
∑K

k=1

www~Ek− ~̃Ek

www
2

√
∑K

k=1‖~̃Ek‖2

∣∣∣∣∣∣∣∣
φ=φ0

(5.9)

Furthermore, in the calculation of the total error, it can bedecided how the synthesis inθ
range is weighted in comparison to the synthesis inφ range by using a weighting coefficients as
shown in [74]. Therefore, the error function is expressed by

ErrF = werr,1 ·ErrFθ +werr,2ErrFφ with werr,1 = 1−werr,2 (5.10)

werr,1 andwerr,2 ar the weighting coefficients that are linked as shown in the latter expression.
Analogue to the error function for the field function values,a functionErrFC for the calculation
of the error regarding the radiation pattern can be expressed by the following equation
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ErrFC = werr ·ErrFC
θ +(1−werr)ErrFC

φ (5.11)

The latter statement can be simplified, if instead of the vectorial field values the respective
radiation pattern is used. By using the relation between field and pattern given in expression
(1.87) of chapter 1 the pattern values for the desired and forthe calculated radiation pattern,
Ck andC̃k, are obtained. The error function concerning the radiationpattern is yielded by the
respective error componentsErrFC

θ andErrFC
φ that can be attained in the same way as for the

components ofErrF . Since the weighting coefficients are linked, the Error function can be
calculated only knowing one weighting coefficient. The componentErrFC

φ that gives the error
in φ0 direction is

ErrFC
φ =

√
∑K

k=1(Ck−C̃k)2

√
∑K

k=1C̃2

∣∣∣∣∣∣
φ=φ0

(5.12)

The component for the error functionErrFC
θ is calculated with the latter formula but by

fixing θ = θ0

ErrFC
θ =

√
∑K

k=1(Ck−C̃k)2

√
∑K

k=1C̃2

∣∣∣∣∣∣
θ=θ0

(5.13)

5.2.4 Choice on initial values and probabilistic constants

Another important step before the GA optimization process starts is to define the necessary
values for all process variables. The heuristic variables are regarded first. According to Carroll
in [79], the overall probability of a jump mutationp jump,i and the overall probability of a creep
mutationpcreep,i ocurring for an individuali are

p jump,i = 1− (1−Pjump)
nc and pcreep,i = 1− (1−Pcreep)

np (5.14)

respectively.nc stands for the number of chromosomes (bits) in an individual’s binary string,
np for the number of parameters, respectively. Carroll aproximates both probability values with
p jump= 1

npop
andpcreep= 2

npop
, beingnpop the number of parents in the population. This comes

from the following tought: if a similar value for the creep and jump probability is desired, then
the latter both equations have to be set equal. By using a binomial expansion and by taking into
accountPjump≪ 1, the resulting expression can be approximated as follows

Pcreep= 1− (1−Pjump)
nc
np ≈ nc

np
Pjump (5.15)

If p jump = 1
npop

as stated before andnc = 22 andnp = 8 for instance, then the probabilistic

value for creep mutation would bepcreep= 2.75
npop

. Consequently, the approximation is ok, since
npop is not small. The mutation kind and the respective probability are read from the input file.

Furthermore, the popolation sizenpopcan be determinated by means of following expression
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npop= O (mX k) = O
(

l
kX

k
)

(5.16)

k is the size of the schema of interest andl is the length of the chromosome string. Moreover,
for the appropiate estimation ofnpop, the schema length is assumed to be equal to the average
parameter length. In addition to that,X = 2 for binary coding. With these approximations the
order of the population size can be found. For the optimization process one child per parents
has been chosen.

The second part of the preparations is related to the parameters to be optimized. The range
of the current amplitudes and phases are given by their maxima and minima extracted from
the input file. Moreover, the number of parameters and chromosomes are calculated by means
of np = nelemnvar andnc = npnbits. nelem is the number of array elements,nvar the number of
variables sythesized, respectively. In the case of patternsynthesis,nvar = 2 due to the sought
excitation amplitude and phase for each array element. The values of the other variables are
obtained from the input file.

The third part of the preparations concerns the pattern mask. The values for the angle
borders inθ andφ direction, the half-power beamwidth angle rangesδBW,θ andδBW,φ, and the
steering direction(θ0,φ0) are taken from the input file. The pattern mask is built by means of
the aforementioned function withq = 2.

5.2.5 Pattern optimization examples with the genetic algorithm

The genetic algorithm afore presented has been used for pattern synthesis. For it, the error
function and the probabilistic variables have been defined as aforementioned. For reasons of
simplicity, linear arrays have been analysed. Furthermore, the array elements are elementary
dipoles. Nevertheless, the implemented synthesis method can be applied to any kind of array
and any kind of array element as the reader will notice in the next chapter.

Consequently, two optimization cases have been run for a linear array mounted on a flat
plane and then on a cylindrical surface. For both cases the GAsimulates 500 generations for
a population size of 50 members. Furthermore, the probabilistic constant have been defined
like in the following: cross-over probability of 50%, mutation probability of 1% and 15bits for
each value. Furthermore, the excitation amplitude values of the elements have been limited to
the intervallI0 ∈ [0.0,10.0]A and the excitation phase value to the intervallα ∈ [−180◦,180◦].
Both cases are presented in the following.

5.2.5.1 Source decomposition

The first case realized consists in finding the complex excitation values of a linear array, whose
elements are positioned on the x-axis, for a working frequency of f = 1.0GHz. The elementary
dipoles are oriented in y-direction. The array elements arepositioned equidistant with the spac-
ing value ofd = λ0

2 ≈ 0.15m. The directivity pattern of the same array for a uniform element
excitation with the current amplitude value ofI0 = 1A and current phase value ofα = 0◦ has
been taken as the goal or mask pattern. The task of the GA is to find out the excitation amplitude
and phase, this is the source decomposition, in order to reconstruct the mask pattern. The result
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Figure 5.3 : Pattern Synthesis of a linear array composed of10 dipoles on a planar structure

of this pattern synthesis is shown in figure 5.3. Therein, theH-plane of the mask pattern and of
the reconstructed pattern are depicted forθ ∈ [−90◦,90◦].

The reader may observe that the obtained excitation producea directivity pattern that is
very similar to the desired one. Due to the fact that the genetic algorithm search for each
array element its excitation value independently from the others, the synthesized pattern is not
completely symmetrical.

Furthermore, the GA synthesis approach has been tested on the excitation decomposition for
a phased array. The pattern of the latter array has been phaseshifted causing the main beam to
be atθ0 = 40◦. For it, the excitation phase of each 10 elements has been given a respective pro-
gressive phase value. Concerning the excitation amplitudevalues, they have not been modified.
The resulting directivity pattern forf = 1.0GHz has been taken as mask pattern. The GA syn-
thesis has been applied in order to reconstruct the latter pattern. Figure 5.4 pictures the acquired
H-plane directivity pattern with this synthesis approach in addition to the expected pattern func-
tion. The resulting pattern approximates the mask pattern very well, specially concerning the
main lobe and side lobes maxima.

Moreover, since the directivity pattern of a dipole elementand of dipole arrays in free
space are symmetrical, the pattern in theθ region of [−180◦,−90◦] behaves like in the inte-
vall [−90◦,0◦]. Similar is valid for the interval[90◦,180◦]: the pattern behaves there like in the
region[0◦,90◦]. Consequently, regions[−90◦,0◦] and[90◦,180◦] have not been plotted.
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Figure 5.4 : Pattern synthesis of a linear array composed of10 dipoles on a planar structure
with beam steeringθ0 = 40◦

5.2.5.2 Conformal source decomposition

In addition to the afore given synthesis case, the application of the GA approach on conformal
array synthesis has been regarded. For it, a linear array, whose elements are positioned along
the circumference of a cylindrical structure, has been analysed at a working frequency off =
1.0GHz. The cylinder has a radiusrcyl. Its main axis is oriented in y-direction and therefore
the circumference is on the x-z plane. The array elements arepositioned equidistant with the
spacing value ofd = λ0

2 ≈ 0.15m, which defines the arc length between the elements on the
circumference. The mask pattern for this case is the directivity of this array for a uniform
element excitation with the current amplitude value ofI0 = 1A and current phase value of
α = 0◦. Furthermore, the cylinder radius has been given the value of rcyl = 10.0m. The task for
the GA is to perform the excitation decomposition for a curved linear array in order to yield the
mask pattern.

Figure 5.5 shows the synthesis results forθ ∈ [−90◦,90◦]. Therein, the H-plane of the mask
pattern and of the reconstructed directivity are presented. The synthesis result approximates
the desired pattern with a suitable accuracy. The acquired pattern is not symmetrical but the
maxima and almost the entire form of the mask pattern have been found though the influence
of the curvature on the radiation.

A second conformal case has been performed in order to analyse the influence of the confor-
mal structure on the pattern synthesis. For it, the same dipole elements as in the latter analysis
case have been positioned on a cylindrical structure with a higher degree of curvature. The
respective radius of the cylindrical structure becomes then rcyl = 2.0m. The pattern to be re-



5.2. IMPLEMENTATION OF THE GENETIC ALGORITHM 171

−80 −60 −40 −20 0 20 40 60 80
−40

−30

−20

−10

0

10

20

Desired pattern; phi= 0
GA optmized pattern; phi= 0

�

�
�

Figure 5.5 : Pattern Synthesis of a linear array composed of10 dipoles on a cylindrical struc-
ture, rcyl = 10m

constructed is the directivity of the 10 elements array at the frequency off = 1.0GHz for a
uniform excitation with current amplitude and phase,I0 = 1A andα = 0◦, respectively. The
acquired directivity and the mask pattern are depicted in figure 5.6. The reader may notice that
the GA synthesis approximates the desired function very well. It finds the proper values for the
excitation even for a stronger degree of curvature.
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Figure 5.6 : Pattern Synthesis of a linear array composed of10 dipoles on a cylindrical struc-
ture, rcyl = 2m



Chapter 6

Application of the developed method on
antenna arrays

The developed code has been validated by performing the far field analysis of an array that
has patch antennas as elements. The antenna array and a single patch element have been mod-
elled and simulated with external software. The solvers of these simulators are based on FDTD
and FIT and they have the capability of calculating the radiated field and far field quantities.
Therefore, the single patch antenna has been examined with the external software and with the
developed method in this work. Subsequently, different planar arrays have been conceived and
analysed with the FIT and the equivalent sources approach. The results have been compared.
Furthermore, the coupling effects between the array elements are regarded. The behaviour of
an array on a cylindrical structure for different degree of curvature is examined. Several pat-
tern optimization cases are performed on planar and conformal arrays by means of the genetic
algorithm optimizing approach implemented in this work.

Moreover, the antenna, which is used for the conception of the following arrays, is a circular
patch antenna. This microstrip antenna has been proposed byresearchers of the research de-
partment ’Innovation Works’ (IW) that belongs to the European Aerospace Defence and Space
company (EADS). The working frequency band of the latter antenna lies in the spectral band
used for wireless communication. Consequently, this microstrip antenna can be used in com-
munication systems. Besides that, the research studies on antennas made by IW are focused
on the appropiate integration in aircraft fuselage for communication tasks like aircraft-satellite
communication.

6.1 Far field analysis of a single array alement

In order to have an idea of the radiation behaviour of an array, the characteristics of a single array
element must be known first. Consequently, this section deals with the single antenna analysis
concerning its far field behaviour. For it, the proposed microstrip antenna with circular patch
form is introduced to the reader. The geometrical measures of the antenna are depicted in figure
6.1. The circular patch antenna resonates at the frequency of f = 2.4GHz. This single layered
microstrip antenna with a dielectric thickness ofh = 0.7mm and a permittivity ofεe f f = 2.33
has a circular patch of radiusa = 2.32mm. Furthermore, the cell dimensions are defined as
dx = 60.0mm anddy = 60.0mm. These dimensions are used later on.
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Figure 6.1 : Single layer microstrip antenna with circular patch

The far field analysis of the latter antenna has been performed by modelling it with equiv-
alent sources that have been excited with electric currents. The yielded radiated field has been
calculated and from it the radiation pattern as well as the directivity. The currents have been
retrieved with an internal current generator that calculates them by means of the cavity model.
Furthermore, the currents have also been acquired by using external software based on the nu-
merical methods FDTD and FIT. As aforementioned, this software has solvers that calculate the
near and the far field generated by the antennas. This possibility has been exploited in order to
validate the hybrid method developed in this thesis work. Therefore, several simulations have
been run with all three solvers.

Moreover, the currents have been acquired with the internalgenerator first and then with
the help of an external numerical technique. The quantitiesobtained from the radiated far field
caused by the latter excitations have been plotted. In the following diagrams of the resulting
three-dimensional patterns, the E-plane pattern refers tothe two dimensional cut of the three-
dimensional one atφ = 0◦, H-plane pattern to the cut atφ = 90◦.

6.1.1 Use the of internal current generator

The internal current generator applies the cavity model presented in chapter 3. The equation set
in (3.76) is used in combination with equation (3.72) in the generator. According to [1] and [7],
the dominant mode in circular patch antenna is theTM110. Therefore, this mode has been cho-
sen and the respective currents have been generated. Subsequently, the far field as well as the
directive pattern has been calculated with these excitations. The simulation of the method con-
ceived in this work is compared then with an analytical approach. For it, the analytical equation
set (3.49) has been used in for obtaining the far field components of a circular patch antenna.
Furthermore, the influence of the dielectric slab has been taken into account by multiplying a
correction function that describes the dielectric effects.

The patterns for the analytical formula proceeding and for the hybrid method developed
in this thesis work, namely the equivalent source approach,have been computed and pictured.
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Figure 6.2 : E-plane directivity of a circular patch antenna - currents calculated with cavity
model

Therefore, figures 6.2 and 6.3 show the radiation pattern in E-plane and H-plane obtained from
the far field generated by these currents compared to the pattern acquired with the analytical
approach.

6.1.2 Use of external generated currents

For the next analysis results, the currents on the metallic patch of the microstrip antenna have
been computed by means of external software. In addition to that, the radiated far field of the
circular patch antenna due to these excitations has been calculated with the external solvers in
order to perform comparisons. The first current results has been performed with the help of
the FIT solver, the second ones with the FDTD solver. The acquired currents by means of the
external software have been used to generate the respectiveradiated electric far field.

6.1.2.1 Currents calculated with FIT

For the simulation with the FIT solver, in order to generate the necessary currents on the ac-
tive radiating zone of the patch antenna, the antenna element has been defined with the afore
given geometrical values. The dielectric substrate has been established as infinite and lossless.
The same goes for the ground plane: it is a perfect electric conductor (PEC) layer of infinite
extension. The metallic patch has been modelled with a slight thickness of somemmand with
a very high conductivity value. The antenna has been fed by means of a coax that lies slightly
shifted from the geometrical centre of the patch. The feed voltage has been set toU = 1.0V
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Figure 6.3 : H-plane directivity of a circular patch antenna - currents calculated with cavity
model

and a well-matched defined input impedance ofZin = 50Ω. The FIT solver calculated the near
fields on and under the metallic patch.

The currents in the active region of the microstrip antenna are acquired by giving the cal-
culated near field to the current generation module. Therein, expression (3.77) is applied in
combination with the near field as afore described in chapter3. Continuously, the far field
calculation module of the developed method of the present thesis work performs the field gen-
eration. Figures 6.4 and 6.5 show the directivity in E-planeand H-plane for external currents
that have been calculated with FIT.

The yielded plots show an exact overlap of the calculated pattern by means of the equivalent
method approach with the one obtained by means of the FIT based simulation tool. The E-plane
plot in particular show the influence of the substrate thickness on the radiation of the patch
element: in theθ intervals[80◦,90◦] and[270◦,280◦] the pattern has still high amplitude values.
According to [51], the contributions from the horizontal polarisation currents are very small due
to the small dielectric thickness so that they can be neglected. The latter is expressed by the
high pattern values at the frontiers between dielectric slab and patch. Furthermore, the results
are compared with FDTD results as seen in figures 6.6 and 6.7. There exist a great similarity
between both pattern plots. In addition to that, the reader may notice a slight shift between
both results. This very small difference that makes the FDTDplot slight asymmetrical might
be explained by the influence of the coax fed that is taken intoaccount in a different manner by
the FDTD solver. Therefore, the modelling proceeding with the FDTD based simulation tool is
explained in the next subsection.
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Figure 6.4 : E-plane directivity of a circular patch antenna - currents calculated with FIT

6.1.2.2 Currents calculated with FDTD

The current generation with the FDTD simulation tool has been performed in a similar man-
ner as with the FIT solver. This means, that in order to calculate the necessary currents on
the metallic patch of the microstrip antenna, this antenna element has to be modelled with the
geometrical values afore given at the begin of this section.The dielectric substrate has been
also defined as infinite and lossless. The ground plane is established as a PEC layer of infi-
nite extension. In addition to that, the patch has been modelled as a limited metallic layer of
negligible thickness with a very high conductivity value. The coax fed has been modelled as
a segmented wire slightly shifted from the geometrical centre of the patch. One of the wire
segments contains the voltage generator. The feed voltage has been set toU = 1.0V as in the
FIT case. Furthermore, the fed is set as well-matched with aninput impedance ofZin = 50Ω.
The FDTD based simulation tool calculated the near fields on and under the metallic patch.

The patch currents of the microstrip antenna are obtained like in the case of the FIT based
simulation tool. This is by giving the calculated near field to the current generation module that
calculates the required excitations using expression (3.77) in combination with the FDTD gen-
erated near field. Subsequently, the far field calculation module of the hybrid method realizes
the field generation with the latter currents. Figures 6.8 and 6.9 depict the directive pattern in
E-plane and H-plane for external currents that have been calculated with FDTD.

The acquired plot with the equivalent source method converges to the one obtained with
FDTD. The reader may notice again the slight difference between both curves. This may con-
firm the influence of the coax fed modelling concerning the radiation behaviour. This influence
is not taken into account at the hybrid method developed in this thesis work. Furthermore, both
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Figure 6.5 : H-plane directivity of a circular patch antenna - currents calculated with FIT
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Figure 6.6 : E-plane directivity of a circular patch antenna - currents calculated with FIT
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Figure 6.7 : H-plane directivity of a circular patch antenna - currents calculated with FIT
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Figure 6.8 : E-plane directivity of a circular patch antenna - currents calculated with FDTD
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Figure 6.9 : H-plane directivity of a circular patch antenna - currents calculated with FDTD

plots show the influence of the very thin dielectric thickness in the E-plane plot. Moreover, the
results are compared with the FIT results as shown in figures 6.10 and 6.11. There exist a great
similarity between both pattern plots. Furthermore, the exist a negligible difference between the
results with the excitation being calculated by means of theFIT solver and the ones by means
of the FDTD solver. Consequently, both current values obtained can be used for the following
analysis.

6.2 Far field analysis of a microstrip antenna array

After having a certain knowledge about the far field characteristics of a single array element,
the radiation characteristics of an array is analysed. For it, the array is built by using the afore
presented microstrip antenna. In the following, the interactions between the array elements is
regarded. Subsequently, validation examples for the realization of planar arrays are shown. An
example concerning beam-steering is given. Furthermore, the influence of the curvature of a
conformal array is presented to the reader

6.2.1 Planar arrays

Certain planar arrays have been generated by using the aforevalidated circular patch antenna.
Firstly, planar arrays are analysed. Therefore, the handling with coupling between neighbouring
elements are regarded. Then, the far field behaviour of planar arrays defined on the x-y-plane
is observed. Three examples have been modelled: a small array composed of 2×2 elements, a
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Figure 6.10 : E-plane directivity of a circular patch antenna - currents calculated with FDTD
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Figure 6.11 : H-plane directivity of a circular patch antenna - currents calculated with FDTD
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medium array built by 4×4 elements, and a big array conceived by means of 8×8 elements.
Furthermore, the cell dimensionsdx anddy in figure 6.1 are equivalent to the spacing values.
These dimensions have been set todx = 60.0mm anddy = 60.0mm. Consequently, the arrays
are defined as uniformly spaced. In addition to that, the array elements are uniformly fed with
U = 1.0V. The far field and the directivity of the latter arrays has been computed with the
hybrid method of this thesis work. Furthermore, these results have been compared with the
ones gained by means of the FIT based simulation tool.

6.2.1.1 Consideration of coupling effects

As mentioned in chapter 3, the elements of an array interact between them due to lossy waves,
like leaky and surface waves. These waves influence strongeror weaker the radiation charac-
teristics of the elements depending on the proximity between them. Furthermore, the currents
of an element, which is surrounded by a certain number of elements, contains in general the
coupling information due to its neighbours. Consequently,the coupling effects can be approxi-
mated and hence taken into account by analysing such an element and using its currents for the
analysis of the entire array. For it, a small array of 3×3 elements has been defined according
to the afore defined spacing values. Subsequently, the centre element is analysed. The circular
patch antenna studied at the latter subsection has been usedas array element. The modelling
and the simulation of the array have been performed by means of the FDTD based simulation
tool.

For acquiring the currents on the central element, all nine elements have been fed with the
same excitation simultaneously. The near field of the excited array has been calculated. The
near fields over and underneath the metallic patch of the central element have been extracted.
According to expression (1.69) from chapter 1, the currentsat the metallic patches, which can be
handled as boundaries, can be acquired with these fields. Applying the latter to the calculated
near fields yields to the simulation results visualized in figure 6.12. This diagram shows the
current magnitude values on the patches of the array elements. Moreover, the near fields over
and underneath the metallic patch of the central element have been extracted in order to obtain
the currents of this element. The currents contain automatically the mutual coupling coming
from the other array elements. These currents are used for modelling the arrays later on.

Furthermore, additional simulation cases have been run in order to observe the coupling
effects coming from a single array element. For it, the simulation setting has been modified
concerning the feed values for the array elements. Two essential cases are presented in the
following. The first case comprises the coupling effects dueto the central element. The second
treats the mutual coupling due to a corner element. Figure 6.13 depicts the central element
case. For this simulation case, the excitation of all array elements with exception of the central
element have been set to zero. The reader may notice that the elements right and left of the
central element are affected the most by the coupling effects. The occurence of currents in both
elements though zero feed values are the highest. Nevertheless, since the values are around
−30dB they are probably non perceivable if the elements are excited. Another observation
is that the coupling currents magnitudes are distributed likewise at all three patches. It can be
assumed that this distribution pattern shows that the coupling currents and the excited ones have
the same in-phase or opposite-phase orientation. This would explain also the strong coupling
behaviour only in neighbouring elements along the current orientation. Furthermore, the latter
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Figure 6.12 : Magnitude of electric currents at the patches of3×3 array in [dB], all elements
fed

opposite-phase assumption can be supported by the law of induction, that says that induced
current flows in a direction to oppose changes due to a magnetic field.

The second case presented handles the coupling effects of the corner element. For it, the
simulation settings concerning the excitation have been changed in such a way that only the
corner element has been excited, the other elements have been switched off. The resulting
current distribution for the entire array in the case of feeding the left upper corner element is
depicted in figure 6.14. It can be observed that the corner element causes significant coupling
currents mainly on its right hand neighbour. Similar as in the centre element coupling case, the
values of the current magnitudes are about−30dB. Hence, it can be pressumed that they are
not noticeable if the affected array element is excited. Furthermore, the current distributions
on the excited and on the coupling affected patches have a similar pattern and they coincide
with the distribution pattern observed in the central element case. This behaviour supports the
statement that source and coupled currents are oriented in the same direction but in opposite
phase manner.

As aforementioned, the currents found for the centre element of the latter analysed array
contain additional coupled currents due to the proximity ofneighbouring elements. In order to
see the influence of these additional coupling currents on the radiation behaviour of an element,
a single element has been fed with the currents of the centre element of the latter array. Subse-
quently, the far field and the directivity of the excited antenna have been calculated. The results
of this simulation have been compared with the results obtained for the single element analysis
made in the latter section. The yielded directivities have been plotted together. Consequently,
figure 6.15 shows the E-plane of the directive pattern and figure 6.16 the H-plane, respectively.
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Figure 6.13 : Magnitude of electric currents at the patches of3×3 array in [dB], central element
fed

Figure 6.14 : Magnitude of electric currents at the patches of3×3 array in [dB], corner element
fed
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Figure 6.15 : E-plane directivity of a circular patch antenna - currents with and without cou-
pling

The reader may observe that the directivities of the single array element and the single
antenna coincide entirely. Consequently, it can be said that the coupling effects are apparently
minimal in the case of a 3×3 array and therefore negligible. In addition to the latter,it can
be said that in a bigger array, for instance 5× 5, the centre array element is affected by its
neighbours after next, in addition to the next neighbouringelements. Nevertheless, the influence
should be minimal, if observing the upper right corner element in figure 6.14. Consequently,
the coupling currents can be supposed to come only from next neighbouring elements for this
array composed of the circular patch elements afore analysed. Therefore, bigger arrays can be
modelled by using the currents obtained for centre element.

Moreover, fringing effects have not been considered in the present thesis work. These ef-
fects become noticeable at the border of microstrip antennaarrays, specially for arrays with
finite size ground planes. Nevertheless, fringing effects are less perceivable at arrays of big
dimensions with directive patterns. Microstrip antenna arrays integrated in aircraft fuselage can
be modelled as infinite grounded arrays due to the material characteristics and specially due to
the dimensions of the fuselage in comparison to the array. Furthermore, the number of elements
of such arrays are of large dimensions and directive patterns are of advantage for communica-
tion tasks. Consequently, the fringing effects are neglected in the following analyses.

6.2.1.2 Analysis of an array

Considering the latter examination on the coupling effectsbetween neighbouring array ele-
ments, the far field radiation behaviour of a planar array, first taking and then not taking cou-
pling into account, is regarded. The purpose of this simulation is to observe if the coupling
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Figure 6.16 : H-plane directivity of a circular patch antenna - currents with and without cou-
pling

effects sum themselves up and hence influence the radiation of an array. For it, a planar array
has been built with 8×8 circular patch antennas. Therefore, these antenna elements have been
positioned on the x-y-plane according to the afore given spacing values. The latter values, which
aredx = dy ≈ 0.48λ0

2 , fulfill the conditions for avoiding grating lobes and a second main lobe
in the end-fire pattern case according to theory (see chapter1). Furthermore, all array elements
have been fed with the same excitation.

The simulations have been run with the hybrid method developed in the present work. For it,
the near fields obtained by the analysis of the single patch antenna made with the FDTD solver
are given to the current generation module of the hybrid method. The latter module calculates
the required excitations that are in the following used in order to generate the far field and
the radiation quantities. The same procedure is performed with the near fields acquired by the
analysis of the central element of a 3×3 array. The resulting directivity functions are plotted in
figures 6.17 and 6.18. The first figure contains the E-plane of the directive pattern, the second
figure the H-plane, respectively.

The reader may notice that the results with the currents taking into account coupling and the
results without considering them are the same. This means that, the coupling effects due to the
next neighbours do not amount to a high noticeable value, if the number of the array elements
is enhanced. Consequently, coupling can be neglected in theobserved case and the simulations
of arrays composed of the circular patch antenna can be performed by means of the excitation
currents that do not include the coupling currents.
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Figure 6.17 : E-plane directivity of a8×8 circular patch array on a planar structure - currents
with and without coupling
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Figure 6.18 : H-plane directivity of a8×8 circular patch array on a planar structure - currents
with and without coupling
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Figure 6.19 : E-plane directivity of a8×8 circular patch array - currents calculated with FDTD

For validation reasons, the simulation results of the 8×8 array with the approach developed
in this thesis work have been compared to the ones obtained with the FIT-based simulator. The
comparison plots are depicted in figures 6.19 and 6.20. Therein, the E and the H-plane of the
directive pattern are presented to the reader. The plotted curves show a good agreement between
the calculated directivity values generated by the external solver and by the equivalent source
method. In addition to that, a low number of side lobes that are noticeable in E and H plane can
be discovered. Besides that, the patterns behave symmmetrically in both planes. Furthermore,
the directivities in E-plane show the influence of the substrate with a small thickness value that
has been encountered in the case of a single patch element. Moreover, the acquired maximum
gain has a value ofGmax≈ 23dB according to both simulations.

It has to be remarked that the simulation tools based on FDTD and FIT method include at
the field calculations all interactions between the discrete meshed volume cells. Consequently,
the near fields over and in the dielectric slab contain the coupling effects of all array elements.

6.2.1.3 Additional planar arrays

In order to give the reader an idea about the radiation characteristics of microstrip antenna ar-
rays, simulations with two array composed of a small number of elements have been performed.
The first array analysed is the 2×2 array. The resulting directivity plots are presented in fig-
ures 6.21 and 6.22. The first picture depicts the E-plane of the directivities, the second one the
H-plane of the latter far field quantities, respectively. Inboth figures, an overlap between the
directivity generated by the hybrid method and the directivity calculated with the FIT method
is observed. Furthermore, the reader may notice that the directive pattern of an array composed
of four elements is symmetrical and does not have side lobes .Moreover, the influence of the
very thin dielectric substrate at theθ intervals[80◦,90◦] and [270◦,280◦] is perceivable as in
the case of the single patch element. The maximal gain according to both simulations is about
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Figure 6.20 : H-plane directivity of a8×8 circular patch array - currents calculated with FDTD

Gmax≈ 11dB.

Second example is the simulation of a 4×4 array. The results of this uniform fed and spaced
array have been visualized. Figure 6.23 pictures the directive patterns in E-plane, figure 6.24 the
directive patterns in H-plane, respectively. The directivities in E-plane show the aforementioned
influence of the substrate with a small thickness value, similar as in the case of the 2×2 array
and of the single patch element. Furthermore, the rise of twoside lobes, which are noticeable
in E and H plane, can be discovered. The patterns behave symmmetrically in both planes.
Moreover, the directivity results calculated by the approach developed in this thesis work agrees
with the one acquired by means of the FIT method. In both simulations the maximal gain
amounts toGmax≈ 17dB.

6.2.1.4 Phased Array

In the following, an example for a phased array is given. For instance, it is desired that the main
beam of broadside pattern of the 8× 8 planar array afore presented lies the angleθ0 = 60◦.
Therefore, the excitation phases are calculated by means ofthe spatial anglesψm andψn (see
equation (1.116), chapter 1) that depend of the geometry of the array. These spatial angles must
dissappear at the desired direction in order to have the pattern maximum. The progressive shift
obtained amounts to−155,88◦ and the respective multiples are additioned to the array elements
in x-direction. The phased array pattern is depicted in figure 6.25. The reader may notice the
main beam to be at the desired spatial angleθ0.
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Figure 6.21 : E-plane directivity of a2×2 circular patch array - currents calculated with FDTD

20    (db)100−10−20−30
  0°

 30°

 60°

 90°

120°

150°

180°

210°

240°

270°

300°

330°

equiv.sources method, phi= 90
FIT approach, phi= 90

Figure 6.22 : H-plane directivity of a2×2 circular patch array - currents calculated with FDTD
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Figure 6.23 : E-plane directivity of a4×4 circular patch array - currents calculated with FDTD
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Figure 6.24 : H-plane directivity of a4×4 circular patch array - currents calculated with FDTD
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Figure 6.25 : Phase shifted beam aboutθ = 60 of a 8× 8 circular patch array on a planar
structure

6.2.2 Conformal arrays for different degree of curvature

The advantage of microstrip antenna arrays is the simpleness of integrating them to conformal
structures. Consequently, the behaviour of a conformal array is of great importance and needs
to be examined. Therefore, several simulations have been run for an array composed of 8×8
circular patch elements on a cylindrical structure. For it,the centre element currents taken from
the afore presented analysis, which include coupling effects, have been used. Proceeding in
such a manner means that the coupling effects of the conformal array, which take place on and
inside the dielectric slab, are approximated by the coupling effects of the planar counterpart.
This approximation can be made for conformal arrays with a slight degree of curvature. For a
very curved array structure this approximation is probablynot appropiate, due to the fact that the
geometry dependant Green’s function becomes different.However, the conformal antenna arrays
are approximated with flat elements, for whom the coupling effects are valid. Furthermore,
since the inner array elements are influenced only by the nextneighbour, as observed in the
afore presented coupling analysis, the radiation behaviour may approximate the real conformal
array.

In order to see the influence of the degree of curvature on the array radiation behaviour, sim-
ulations for an 8×8 conformal array have been performed. The conformal array has cylindrical
form and is described by the radiusrcyl and by its main axis in direction x-axis. Consequently,
the spacing valued1 = 60mm is equivalent to the distances between the array elements in x-
direction. The spacing valued2 = 60mm is equivalent to the arc lengths between neighbouring
elements along the circumference of the cylinder. The aforeexaminated circular patch antenna
is used as array element. Furthermore, the coupling effectsare supposed to be the same as in a
planar array. Hence, each array element is fed with the currents extracted of the inner element of
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Figure 6.26 : E-plane directivity of a8× 8 circular patch array on a cylindrical structure for
different curvature levels - currents calculated with FDTD

the afore analysed 3×3 array. Figures 6.26 and 6.27 show the directive patterns ofconformal
arrays with different degree of curvature in comparison to their planar counterpart. The first
figure depicts the E-plane of the directivities, the second figure the H-plane, respectively

The H-plane plots show to the reader the influence of the curved structure. The array with
rcyl = 0.15mm is the conformal array with the strongest curvature degree under the shown ones.
The reader may notice that the directive pattern of this array in the H-plane does not show side-
lobes but a wide low powered main lobe. This is due to the fact that each array element radiates
in different directions. Consequently, a wide angle range is covered but with a small power.
The more the degree of curvature is lowered, the more power begins to concentrate in certain
regions and hence the more beams begin to rise. The E-plane patterns show a preservation of
the main and side lobes but also a reduction of magnitude for the different curved arrays. For
the E-plane it is valid too that the stronger the degree of curvature is, the less is the magnitude
of the main beam.

6.3 Array optimization

This section comprises the performed validation of the implemented genetic algorithm opti-
mization approach. For it, certain optimization cases taking into account certain industrial
aspects have been regarded. The first case treated is source decomposition. The possibility of
finding out the optimal excitation for an antenna array undercertain geometrical conditions, for
instance the integration of the array in a conformal structure, is of advantage for the conception
of telecommunication systems in aircraft fuselage.

The second case concerns phase synthesis of a planar or conformal antenna array. This
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Figure 6.27 : H-plane directivity of a8×8 circular patch array on a cylindrical structure for
different curvature levels- currents calculated with FDTD

situation may occur, if for example the array of a telecommunication system must concentrate
its radiation towards a transmitting station. Then, its main lobe must be shifted at a certain
angle. The last example handles the pattern synthesis. For certain applications, for instance
satellite-aircraft communication, it is necessary that the antenna array generates a very directive
beam. Therefore, the input energy must be distributed in a way that a the biggest fraction of
energy goes to the main beam and the rest on the side lobes. Forit, the side lobes must be
supressed.

It has to be added that in the following optimization simulations realised with the GA the
number of iterations, this is the number of generations, is limited to a low value on purpose.
This has been realized in order to observe the performance ofthe optimization method in time
limiting and computation effort saving conditions.

6.3.1 Source decomposition with GA

The optimization case in this section consists in finding thecomplex excitation values of an
array composed of 8× 8 circular patch elements at the working frequency off = 2.4GHz.
The afore validated circular patch antenna is used as array element. The array elements are
positioned equidistant with the spacing value ofd = 0.15m≈ 0.48λ0. The optimization case
is run for an array mounted on a planar structure and then for an array on a cylinder. For both
cases the GA simulates 50 generations for a population size of 16 members. Furthermore, the
probabilistic constant have been defined like in the following: cross-over probability of 50%,
mutation probability of 2.5% and 15bits for each value. Furthermore, the excitation amplitude
values for the array elements are limited to the intervallI0 ∈ [10−5,1.0]A and the excitation
phase value to the intervallα ∈ [0◦,360◦].
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Figure 6.28 : Source decomposition of a8×8 circular patch array on a planar structure

The radiation pattern of the conceived planar array for a uniform element excitation with
the current amplitude value ofI0 = 1A and current phase value ofα = 0◦ has been taken as
the goal or mask pattern. Subsequently, the GA algorithm hasbeen applied to approximate
the excitation amplitude and phase in order to reconstruct the mask pattern. The results of this
pattern synthesis is shown in figure 6.28. Therein, the E-plane of the mask pattern and of the
reconstructed pattern are depicted. The error between the approximated and the sought pattern
amounts to err= 0.512 after all generations. This value reflects mainly the error due to the
amplitude difference between the calculated and the desired pattern.

Similar as for the latter planar array synthesis, the radiation pattern used as mask pattern
is equivalent to the one generated by all uniformly fed elements with I0 = 1A and α = 0◦.
Furthermore, in this conformal source decomposition case,the cylindrical bearer is oriented in
z-direction and it has a radius ofrcyl = 0.2m. According to the latter values and to the afore
given examples, the curvature of the array is very strong. Consequently, a high error value is
expected at the end of the generations. The results of this synthesis case are found in figure
6.29.

As expected, the error value is high, it amounts to err= 1.7 after all generations. Neverthe-
less, the GA optimization method arrives to find all minima and a slight different value for the
main lobe amplitude even though the "critical" circumstances.

6.3.2 Phase synthesis with the genetic algorithm

The GA optimization approach has been tested on phase synthesis. For it, the pattern of the
planar 8×8 array has been phase shifted causing the main beam to be atθ0 = 60◦. This has been
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Figure 6.29 : Source decomposition of a8×8 circular patch array on a cylindrical structure,
rcyl = 0.2m

performed by giving each array element a progressive phase shift of α = 155.88◦. Concerning
the excitation amplitude values, they have been maintainedto the value ofI0 = 1A. The resulting
radiation pattern forf = 2.4GHz has been taken as mask pattern. The genetic algorithm has
been applied in order to find the right excitations, so that the latter pattern is yielded with the
planar array and with its conformal counterpart. The curvedarray has a cylindrical form with
a radius ofrcyl = 0.2m. Both cases have been run with the same low number of iterations (50
generations with each generation having 16 members) in order to visualize the influence of the
curvature on the optimization. Furthermore, the probabilistic constants have been defined as in
the source decomposition example. This is, cross-over probability of 50%, mutation probability
of 2.5% and 15bits for each value. In addition to that, the excitation phase values for the
elements of the synthesized array have been limited to the intervallα ∈ [0◦,360◦]. Furthermore,
their excitation amplitude values have been fixed toI0 = 1A.

The first case performed is the phase synthesis for the 8×8 planar array. Figure 6.30 pictures
the acquired E-plane radiation pattern with the GA optimization approach compared to the
expected pattern function. The resulting pattern converges towards the desired pattern: the
desired phase shift of the main lobes aboutθ0 = 60◦ have been reached. The error value after
the optimization has a value of err= 0.494. This error reflects the differences between the
pattern mask and the optimized pattern: it refers to the higher value of the side lobes, specially
at φ = 0◦, and to the smaller beamwidth.

The second case, the cylindrical case, has been realized similar as for the planar case: the
pattern of the planar 8×8 array has been set as mask and the GA optimization algorithmhas
been applied in order to generate a similar radiation behaviour from the conformal 8×8 array.
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Figure 6.30 : Phase synthesis of a8×8 circular patch array on a planar structure

The results are depicted in figure 6.31. Therein, the E-planeof the radiation pattern is plotted for
differentφ values. The yielded error value amounts to err= 0.885 after all generations. Since
the optimization did not find the required excitation phasesin order to attain the desired maxima,
the error value is high. The calculated pattern shows respective lobes at the desired angles but
these have a smaller amplitude in comparison to the lobe atφ = 0◦. This can be explained by the
extreme curvature that does not allow all elements to contribute to the radiation in the desired
direction. Consequently, the desired beam maxima atθ0 = 60◦ is not reached. Nevertheless,
the GA optimization approach "forces" the conformal array to generate lobes in the expected
direction.

Furthermore, the reader may have noticed that though the lownumber of iterations the
simulation results approximates the pattern mask, specially in the planar case.
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Figure 6.31 : Phase synthesis of a8×8 circular patch array on a cylindrical structure, rcyl =
0.2m

6.3.3 Pattern synthesis with the genetic algorithm

The last optimization cases concerns the pattern synthesis. Therefore, a pattern mask according
to equation (5.6) of chapter 5 has been defined. The additional values that describe the latter
cosinusoidal function are defined like in the following. Thehalf-power beamwidth angle range
is δBW,θ = 20◦ and the main beam angle range is given byδMB = 20◦. The main beam is
established to be in direction(θ0,φ0) = (0◦,45◦). Consequently, the main beam range limits
are set toθa = −20◦ andθb = 20◦. In addition to the latter, the side lobe level has been set to
SLLdB = 30.0dB. The mask pattern function determines a certain shape for the beam and an
amplitude value for the side lobes.

The GA optimization approach has been used in order to generate a radiation pattern with
the characteristics of the pattern mask for a work frequencyof f = 2.4GHz. Concerning the
probabilistic variables, they have been established as in the latter validation cases (cross-over
probability of 50%, mutation probability of 2.5% and 15bits for each value). Furthermore, the
excitation phase values for the elements of the tested arrayhave been limited to the intervall
α ∈ [0◦,360◦]. In addition to that, their excitation amplitude values have been fixed toI0 = 1A.

Consequently, the main beam of a planar array of 8×8 circular patch elements has been
synthesized with the genetic algorithm. The results of thisbeam-shaping procedure are pre-
sented in figure 6.32. Therein, the plots of the pattern mask and of the synthesized pattern are
compared. The reader may notice, that the desired beam shapehas been nearby completely
reached, specially concerning the half-power beamwidth. Nevertheless, the side lobe levels are
still at certain small intervals ofφ over the defined limit. This is recognized by the optimization
approach and expressed by the error obtained at the end of theoptimization procedure. Its value
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Figure 6.32 : Pattern synthesis of a8×8 circular patch array on a planar structure

amounts to err= 0.327.

For the next pattern synthesis example, the GA optimizationapproach has been applied to
a conformal antenna composed of 8× 8 circular patch elements. As in the afore presented
conformal examples, the conformal structure is equivalentto a cylinder of radiusrcyl = 0.2m.
The pattern mask is the same as in the planar pattern synthesis example. The result of the
calculated optimization is depicted in figure 6.33 and the produced error has a value of err=
0.464. The computed beam converges toward the desired beam shape, specially concerning
the half-power beamwidth, but the side lobe levels are at most parts of theφ values range over
the desired limit. Consequently, the error obtained at the end of the optimization procedure is
high-valued, namely err= 0.465.

If the planar pattern synthesis case is compared with the conformal counterpart, it can be
said that the optimization of the planar array attains better the desired pattern shape than the
cylindrical array. Nevertheless, it has to be added that theconformal array has a strong degree
of curvature and therefore the approximation is reasonable.
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Figure 6.33 : Pattern synthesis of a8×8 circular patch array on a cylindrical structure, rcyl =
0.2m



Conclusion

The presented thesis work gives the possibility to realize accurate and fast far field modelling
and analysis of planar and conformal arrays in order to support in-depth electromagnetic com-
patibility analyses. Therefore, an approach for the analysis of arrays has been developed. This
developed tool allows the handling of planar and conformal arrays composed of dipole elements
or microstrip patch antennas. Due to the combination of the simple modelling approach, that
uses equivalent sources with accurate numerical techniques applied to volume for the excitation
values, this hybrid method allows the user to produce reliable results with less computational
effort. With regard to complex array bearer shapes and largearray dimensions, the latter possi-
bility is a big advantage. Moreover, the inner current generator, that approximates the excitation
currents with analytical formula and the cavity model, allows this tool to approximate the far
field behaviour of antennas and arrays in an acceptable way. The possibility of introducing
coupling and fringing effects by means of the currents is another important advantage of the
developed analysis approach.

Furthermore, the developed optimization tool offers the possibility of persuing different
studies concerning the development and conception of conformal antenna arrays in considera-
tion of aircraft architecture and EMC related thresholds. The implemented pattern optimization
approach allows to perform synthesis tasks of different kind. The advantage of the genetic al-
gorithm based optimization tool is that it finds generally a global optimum solution for each
synthesis task. Consequently, this synthesis tool generate reliable results. Furthermore, the
robustness of a genetic algorithm gives the user the possibility to treat simple and complex
synthesis cases. This characterizes this optimization tool as versatile. In addition to that, the
implemented synthesis tool in the present work allows to introduce measured or reference data
in order to use it as pattern mask. It also allows to define pattern masks that in general reflect
the requirements or limitations concerning the far field behaviour of an antenna array.

The examples and cases presented in this thesis manuscript are more of general validating
kind and therefore test studies using the developed modelling and analysis tool concerning dif-
ferent EMC applications are required. Besides that, there is the need of reducing computational
effort in sophisticated EMC studies that handle the interaction between the antennas radiation
characteristics and aircraft architecture. Here, the influence of aircraft structural parts, for in-
stance of the fuselage, wings and/or fin, on the radiation performance of a radiating conformal
array can be mentioned as an example. Therefore, the approaches conceived in the present
thesis work would be appropiate for the modelling of the conformal arrays.

Moreover, the developed modelling method should be improved concerning the considera-
tion of multilayered microstrip antennas. Therefore, different analyses on the dielectric multi-
layer effects should be performed. Furthermore, additional studies are required concerning the
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mutual coupling effects for conformal arrays. Concerning array synthesis aspects, the perfor-
mance of the implemented optimization tool should be testedin comparison to other synthesis
methods, as for instance the iterative Least Squares approach.

The modelling, analysis and optimization tools presented and implemented in the present
thesis work go well beyond of electromagnetic compatibility tasks. They can contribute also to
the development of versatile modelling and analysis techniques for the different types of antenna
systems. For instance, they can be basic modules for the modelling of finite large arrays.



Appendix A

Geometry Analysis

A.1 Vector transformation

A.1.1 Cartesian to spherical coordinates and vice versa

vr = vxsinθcosφ+vysinθsinφ+vzcosθ
vθ = vxcosθcosφ+vycosθsinφ−vzsinθ
vφ = −vxsinφ+vycosφ

vx = vr sinθcosφ+vθ cosθcosφ−vφ sinφ
vy = vr sinθsinφ+vθ cosθsinφ+vφ cosφ
vz = −vr cosθ−vθ sinθ

A.1.2 Cartesian to cylindrical and vice versa

vρ = vxcosφ+vysinφ
vφ = −vxsinφ+vycosφ
vz = vz

vx = vρ cosφ−vφ sinφ
vy = vρ sinφ+vφ cosφ
vz = vz
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Figure A.1 : Spherical coordinate system

Figure A.2 : Cylindrical coordinate system
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A.1.3 Cylindrical to spherical and vice versa

vr = vρ sinθ+vzcosθ
vθ = vρ cosθ−vzsinθ
vφ = vφ

vρ = vr sinθ+vθ cosθ
vφ = vφ

vz = vr cosθ−vθ sinθ

A.2 Spatial Rotation

The rotation function uses the longitudinal axis of the cylinder as reference line in order to shift
the desired point by a certain angle without changing the distance between the new point and
reference line.

δ(~x) = (1−cosζ)~a~x·~a+cosζ ·~x+sinζ · (~a×~x)

M(δ) = (1−cosζ) ·




a2 ab ac
ab b2 bc
ac bc c2



+cosζ ·




1 0 0
0 1 0
0 0 1



+sinζ ·




0 −c b
c 0 −a
−b a 0





A.3 Tangent plane of a surface at a certain point

The mathematical function of the surface is esential for thecalculation of the tangent plane
normal vector. It has to be known and it has to be differentiable. Depending on the form of
the function, it can be in a vectorial form or in form of a scalar equation, the searched vector is
calculated with three different solutions. In this work thesurface function is supposed to have
the following explicit form

z= f (x,y) (A.1)

The respective method for calculating the tangent plane normal vector uses partial derivation
on the surface functionf (x,y,z) in order to obtain the normal vector components at the point
(x0,y0,z0). The following equation shows which of the partial derivations or gradients are
necessary to obtain the desired vector.

~n = (∇ · f )|(x0,y0,z0)
= (

∂ f (x0,y0,z0)

∂x
,
∂ f (x0,y0,z0)

∂y
,
∂ f (x0,y0,z0)

∂z
) (A.2)

Furthermore, the following mathematical definition of finite differences can be applied in
order to approximate the partial derivatives. This is
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∂ f (x0,y0,z0)

∂x
= lim

h→0

f (x0+h,y0,z0)− f (x0,y0,z0)

h
(A.3)

∂ f (x0,y0,z0)

∂y
= lim

h→0

f (x0,y0+h,z0)− f (x0,y0,z0)

h
(A.4)

∂ f (x0,y0,z0)

∂z
= lim

h→0

f (x0,y0,z0+h)− f (x0,y0,z0)

h
(A.5)

whereinh is the infinitesimal variation around the valuesx0, y0 or z0, respectively. This
variation can be approximated by a very small value and hencethe accuracy of the partial
derivatives depends on how small the value is.

A.4 Vectorial inner product - Angle enclosed by two vectors

~a ·~b =




a1

a2

a3


 ·




b1

b2

b3


= a1b1 +a2b2+a3b3

cos∠(~a,~b) =
~a ·~b
|~a| · |~b|

A.5 Vectorial cross product

~a×~b =




a1

a2

a3


×




b1

b2

b3


=




a2b3−a3b2

a3b1−a1b3

a1b2−a2b1




|~a×~b| = |~a| · |~b| ·sin∠(~a,~b)

A.6 Equation of a plane

The latter one is one of the axes vectors of the general coordinate system. The resulting vector
is one orthonormal vector that is multiplied with the normalvector again to obtain a second
orthonormal one.

~x =~a+ r ·~b+s·~c r,s∈ R (A.6)
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Field Analysis

B.1 Curl and Divergence Theorems

∇ · (∇×~A) = 0

∇×∇Ψ = 0

∇(Φ+Ψ) = ∇Φ+∇Ψ
∇(ΦΨ) = Φ∇Ψ+Ψ∇Φ

∇ · (~A+~B) = ∇ ·~A+∇ ·~B
∇× (~A+~B) = ∇×~A+∇×~B

∇ · (Ψ~A) = ~A ·∇Ψ+Ψ∇ ·~A
∇× (Ψ~A) = ∇Ψ×~A+Ψ∇×~A

∇(~A·~B) = (~A ·∇)~B+(~B·∇)~A+~A× (∇×~B)+~B× (∇×~A)

∇ · (~A×~B) = ~B ·∇×~A−~A ·∇×~B

∇× (~A×~B) = ~A∇ ·~B−~B∇ ·~A+(~B ·∇)~A− (~A·∇)~B

∇×∇×~A = ∇(∇ ·~A)−∇2~A

B.2 Green’s theorems

In Mathematics the statements due to a symmetrical behaviour of two functions are called
Green’s theorems. These mathematical reprocity theorems exist for scalar as well as for vecto-
rial functions.

The Green’s theorem applied to scalars is based on the following mathematical identity
whereinψ andφ are scalar functions

∇ · (Ψ∇Φ) = Ψ∇2Φ+∇Ψ ·∇Φ (B.1)

We obtainGreen’s first idendity for scalar functionsshown in B.2 by integrating the last
equation throughout a region and applying the divergence theorem on the equation’s left side

ZZ

Ψ
∂Φ
∂n

ds=
ZZZ

(Ψ∇2Φ+∇Ψ ·∇Φ)dτ (B.2)
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If we interchange the functionsΨ andΦ in the last statement and subtract the consequently
altered equation with the original one, we obtainGreen’s second idendity for scalar functions
or mainly known asGreen’s theorem, which is shown in the following

ZZ

(
Ψ

∂Φ
∂n

−Φ
∂Ψ
∂n

)
ds=

ZZZ

(Ψ∇2Φ−Φ∇2Ψ)dτ (B.3)

Analogue to the scalar case, the Green’s theorem for vectorial functions is based on the
following identity, wherein~A and~B are vector field functions

∇ · (~A×∇×~B) = ∇×~A ·∇×~B−~A ·∇×∇×~B (B.4)

In the same way as for the scalar case, an integration throughout a region and the application
of the divergence theorem is done. These modifications yieldto Green’s first idendity for vector
functionsshown in the following

ZZ

(~A×∇×~B) ·ds=
ZZZ

(∇×~A ·∇×~B−~A ·∇×∇×~B)dτ (B.5)

Finally,Green’s second idendity for scalar functionsis obtained by interchanging the vector
fields~A and~B and subtracting the resulting equation from the original one. This identity is also
known as thevector Green’s theoremand it is represented by the following equation

ZZ

(~A×∇×~B−~B×∇×~A) ·ds=

ZZZ

(~B ·∇×∇×~A−~A ·∇×∇×~B)dτ (B.6)

B.3 Functional inner product and linearity

inner product for functions

〈 f ,g〉 =

Z

f (t)g(t)dt (B.7)

linearity

〈 f ,g〉 = 〈g, f 〉 (B.8)

〈α f +βg,h〉 = α〈 f ,h〉+β〈g,h〉 (B.9)

positive definite

〈 f ∗, f 〉
{

> 0 if f 6= 0
= 0 if f = 0

(B.10)

adjoint operator

〈L f ,g〉 = 〈Lag, f 〉 (B.11)

inverse operator

f = L−1(g) (B.12)

positive definite operator



B.4. FINITE DIFFERENCES 209

〈 f ∗,L f 〉 > 0 (B.13)

B.4 Finite Differences

The functionF(x) at the space pointxi + h is approximated with the help of aTaylor series
about the space pointxi taking in account the differenceh. Due to the fact that the components
of the series with a grade higher than the second grade are very small, they can be neglected.
Thus the function can be represented as follows

F(xi +h) = F(xi)+h
∂F(x)

∂x

∣∣∣∣
xi

+
h2

2
∂2F(x)

∂x2

∣∣∣∣
xi

+o(h3) (B.14)

In the latter equation, the approximation of the function refering to its spatial dependency is
shown. Concerning the time variable of the function: the same approximation is performed in
the algorithm. Consequently, the functionF can be

F(x) =
1
2
[F(x+

∆x
2

)+F(x− ∆x
2

)]+o(∆x) (B.15)

∂2F(x)
∂x2 =

F(x+ ∆x
2 )+F(x− ∆x

2 )−2F(x)

∆x2 (B.16)

≈ 1
∆x2

[
F(x+

∆x
2

)+F(x− ∆x
2

)−2
F(x+ ∆x

2 )+F(x− ∆x
2 )

2

]
+o(∆x3) (B.17)

≈ 0 (B.18)

F(x) =
1
2
[F(x+

∆x
2

)+F(x− ∆x
2

)]+∆x
F(x+ ∆x

2 )−F(x)

∆x
+o(∆x3) (B.19)

B.4.1 Leapfrog algorithm

The leapfrog algorithm is a modified version of theVerlet algorithm. The Verlet algorithm
uses the positions and accelerations at the timet and the positions at the timet −∆t to predict
the positions at the timet + ∆t, where∆t is the integration step. The leapfrog algorithm is
computationally less expensive than other approaches, forexample the Predictor-Corrector, and
requires less storage. This is an important advantage in thecase of large scale calculations.
Moreover, the conservation of energy is respected, even at large time steps. Therefore, the
computation time can be greatly decreased, if this algorithm is used. However, it has its limits,
if more accurate velocities and positions are needed.



Appendix C

Simulation Results Dipoles

C.1 Simulation of different dipoles

C.1.1 Radiation pattern of different finite length dipoles

The following diagrams give the graphical description of the radiation behaviour several dipoles
analysed in the present thesis work.

In addition to the latter, the radiation patter in azimuth, which is the same for the z-directed
dipole of different length, is depicted in figure C.3
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Figure C.1 : Pattern comparison for a14λ dipole in elevation
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Figure C.2 : Pattern comparison for a34λ dipole in elevation
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Figure C.3 : Pattern comparison for aλ2 dipole in azimuth

C.1.2 Radiation pattern of arrays of elementary dipoles
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Figure C.4 : Pattern comparison for a5×5 array of λ
10 dipoles in azimuth
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Figure C.5 : Pattern comparison for a5×5 array of λ
10 dipoles in azimuth



Appendix D

Simulation Results Patch Antennas

D.1 Simulation of different patch antennas

The directivity and radiation patterns in the next figures describe the radiation behaviour in
elevation and azimuth for a patch antenna with a dielectric permittivity εr = 2.0. As in the afore
given examples, the plot lines for analytical formula approach and the method conceived in the
present thesis work are pictured.
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Figure D.1 : E-plane directivity of a rectangular patch antenna - currents calculated with cavity
model
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Figure D.2 : H-plane directivity of a rectangular patch antenna - currents calculated with cavity
model
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Figure D.3 : Directivity of a rectangular patch antenna in E- and H-plane- currents calculated
with FDTD
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Figure D.4 : E-plane directivity of circular patch antenna - currents calculated with cavity
model
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Figure D.5 : H-plane directivity of circular patch antenna - currents calculated with cavity
model
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Figure D.6 : Directivity of a of circular patch antenna in E- and H-plane -currents calculated
with FDTD
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