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Resune

Dans le domaine de la syritbe d'image, beaucoup dferts ontété entrepris pour aéliorer la
gualite et le alisme du rendu. Mais si les outils poufestuer les rendus sont arelya maturie,

il reste un travail importar réaliser sur l'interaction et la métisation. En &et, habituellement,
I'utilisateur doit choisir un point de vukli-mémepour mieux inspecter et @me comprendre une
seene. Le but du travail entrepris dans cettesisetait la mise en ceuvre de nouvelles techniques
pour I'exploration automatique fileree de mondes virtuels. L'objectif de I'exploratiorfféree est
d’analyser la sene afin de permettre de cadleer la canéra virtuelle (c’es@-dire donner des bons
points de vue, @er des trajectoires etc.) en tempslrapés 'analyse.

D’abord, nous pesentons des fonctions tas niveauc’est-a-dire une fonction qui traite des
éléments de bas niveau, tels que les triangles) pualuer la qualé d’'un point de vue. Ensuite,
nous introduisons une heuristique daut niveauqui permet dévaluer la qualé d’'un point de
vue en fonction dda familiarité de I'utilisateur avec les objets d’unegse et dda fonctionnalité
des objets. Nous introduisons aussi deux techniques d’exploetiemnede mondes virtuels. En
créant des “films”, ces techniques donnent une bonne oememsion d'un objet simple ou une
compEhension grérale d'une sene complexe. Nous presentobgalement de nouvelles tech-
nigues pour I'exploratiomocale Ces techniques permettemnta cangéra de se dirigea I'intérieur
(ou biena I'extérieur) d'une sene jusqua ce que la plupart de ses partie€nessantes soit vigie.
Une nouvelle mesure de similitude entre les objet€gatement grsenée dans ce amoire. Elle
est utile quand une connaissance additionnelle de la structure dmksourraiétre fournie. Cette
mesure, dite distancémantiqueévalue des relations dans la&se pour aréliorer la méthode d’ex-
ploration.

Abstract

In Computer Graphics a lot offerts are focused on improving quality and realism of renders,
but rarely one focuses on the interaction and modeling. Indeed, ustr@lyser must choose
viewpoints himselfto better inspect and even to understand what a scene looks like. The goa
of the work undertaken in this thesis was the developing of new techniguesiine automatic
exploration of virtual worlds. The objective of affine exploration is to analyze a scene in order
to control the camera (i.e. to find good viewpoints, to create camera trajectbci¢ in real-time
after the analysis.

First of all, we present nevow-levelfunctions for evaluating viewpoint quality (which process
low-level data such as triangles). Next, we introduce a higi-levelheuristic, which takes into ac-
count high-level data such asedictability (familiarity) of objects. Then we present two techniques
of virtual world externalexploration. Creating a movie, the proposed techniques allow to get a good
comprehension of a single virtual artefact or a general compreheoisioscene. We also introduce
a method oflocal scene exploration. It allows a camera to navigatede (as well as outside) a
model until most of interesting reachable places are visited. Finally, wemtrasnew measure of
similarity between objects. Itis useful when some additional knowledgeeoiesstructure could be
provided. This measure, so called semantic distance, evaluates relatiinghigpscene to improve
the exploration methods.
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Chapter 1

Introduction

De nos jours, la communication non verbale (surtout par espgst devenueds
importante. La perception visuelle est rapide, facilégfisamment riche et comp-
lete, et remporte les faveurs du public.

D’un point de vue graphique,dvaluation de la recherche et des techniques a
permis en quelquesédennies de passer du simple rendu en fil dé&fdes ima-
ges tellement convaincantes que &phyte ne peut deviner qu'’il est erepence
d’'images virtuelles. Les repsentations sont pases du simple objei des salles
compktes, pour ensuitevoluer vers des villes, voire des mondes complexes.

La realite virtuelle est une possibiitbienvenue dans beaucoup de domaines.
C’est la mangére de montrer toutes les camistiques souhdts — la forme et
I"arrangement des objets, les relations entre eux, lestgsighysiques — ma-
terielles des objets, et aussi I'intention déateur (visualisation artistique, etc.).
Gracea tout cela nous avons la possil@lile moéliser et de simuler des situ-
ations sangtre obliges de faire de nombreux testegrca@iteux ou impossibles
dans la ealit. 1l y a un grand nombre de domaines dans lesquels la viatiafis
virtuelle est ou peugtre utilie : medecine, architecture, cybétique, sciences de
'ingénieur et aussi le jeu vi. Et bierevidemment les exigences sonfféientes
dans chaque domaine.
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1.1 Motivation

Avoir un monde ou une &ne en 3 dimensions est @énéssant, mais inutile en
'absence de moyens de visualisation. &ament primordial de ces mondes nu-
meériques est la notion deaméra virtuelle Son principe est le Bme que celui

de la cangra €elle, mais avec des proptés plus évelopjees et mieux adapes

a I'exploration eta la prise de connaissance de mondes virtuels. Encore est-il
nécessaire dedlinir des propétesa cette carara virtuelle. Le plus importard

ce niveau pour obtenir deésultats satisfaisants est la position de la&@am— le
choix du bon point de vue, direction et prise de vue de lagrarat sa trajectoire de
déplacement — et tout ca degference de maare automatique.

Dans le domaine de la syrtbe d'image, beaucoup dferts ontéte entrepris
pour angliorer la qualié et le alisme du rendu. Mais si les outils potiieetuer les
rendus sont arri#sa maturié, il reste un travail importat réaliser sur I'interaction
et la moatlisation. En éet, habituellement, I'utilisateur doit choisir un pointvee
lui-mémepour mieux inspecter etéme comprendre uneésae.

Consickrons la situation suivante : nous sommes ag#& une ville comp-
letement inconnue, une ville jamais vue, et nous voudriaissErver. Sans cartes
ou guides nous serons confus, beaucoup de temps sera@dspitféme situation
se produit avec les mondes virtuels. Il y a ueeessit forte d’avoir des techniques
rapides et gEcises pour une meilleure corgpension de divers mondes virtuels. I
serait tes utile si un guide virtuel, un conseiller, pouvitite céé (voir la figure 1.1).

0 T |

Figure 1.1: Un utilisateur explore une ville virtuelle, ladhe indique une direction
recommande, mais ne I'oblige pas suivre I'itineraire.
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Dans ce chapitre, aps avoir peseng la notion de confile de caréra, nous
détaillons la prok#matique et nous fixons des objectifs pour notre travail.

1.2 Problematique

Nous cfinissons ici la notion de corile de caréra ainsi que les enjeux, les tech-
nigues et les applications qui y sont rattash Le terme conble de caréra est
utilisé dans deux domaines distincts : la robotique et la gg#ll’image. Cepen-
dant, nous verrons que ces commuBaytartagena la fois une proldmatique et
des techniques désolution similaires.

Dans le domaine de la robotique, le cé@hérde caréra regroupe I'ensemble des
modceles, néthodes et algorithmes permettant de calculer une posigoranéra,
dans un environnemeréel ou virtuel. Lapproche consistégeralemena ceplacer
la canera dans un environnement parfois complexe, en conseruam@rtain nom-
bre de propgtes validesa I'écran. Les technigques sont majoritairement issues de
I'optimisation, c’esta-dire minimiser une fonction qui permetpartir d’'une posi-
tion donree, d'atteindre un objectif. Les applications sont, pangXe, la ctection
et le suivi d’'objets par une cama (visual-servoing) ou le suivi d’un processus de
fabrication gacea un contéle visuel (sensor-planning).

En syntlese d’'images, le coriite de cargra regroupe un ensemble de tech-
nigues et d’algorithmes permettant de manipuler les penas de la cagra, di-
rectement ou indirectement, automatiquement ou non, gaaie d’interfaces ma-
terielles ou logicielles. Ici, la caéma est le radium de I'information par lequel
I'utilisateur appehende le mondeel ou virtuel et peut interagir avec celui-ci. Les
techniques dferent suivant les objectifs, mais elles sont souvenééasur des
approches algpriques, des techniques d’optimisation et parfoisé@swlution de
contraintes.

En syntlese d’images, nougdageons trois utilisations importantes du coletr
de canéra :

1. La prise de connaissancgeou la cangra est un redium qui permet d’apgr
hender le monde. Notre congirension de ce monde est directemerg &
la mangre dont les informations nous sont transmises, @edite la facon
dont la cangra est positionge et comment elle sedlace.
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Cette prise de connaissance est @egar |'utilisateua des deds plus ou
moins importants : comptement lorsqu’il s’agit de I'exploration d’envi-
ronnements virtuels (jeux) et la visualisation de degs) peu lorsque des
outils calculent des positions etplacements de céra maximisant la perti-
nence des informations transmises (visualisation séigné).

Dans le cadre du placement de @&amen tempséel, se profilent des appli-
cations pour I'industrie du jeu interactif 3D. L'objecti$iede placer correcte-
ment la caréra afin de permettra |'utilisateur d’appehender son environ-
nement travers la disposition des objets et leatentsevenements qui s’y
produisent.

La difficultt majeure @side dans les praines de collisions avec I'envi-
ronnement et d’occlusions (un objet en cache un autre). Baiat de pou-
voir placer correctement la caara, il est @cessaire @valuer legevenements
importants dans la éoe et la mamire de les restituer. Car il s'agit avant tout
d’assister I'utilisateur dans la cormgdrension de I'environnement pour ainsi
guider ses actions. Cette prébiatique se trouve renfare avec Emergence
des jeux massivement multi-joueurs. Mades Esultats obtenus dans les
jeux, il reste un travail importarit realiser dans ce domaine.

. La manipulation de la caméra. Comment interagir avec un environnement
virtuel, c’esta-dire €lectionner, dplacer, modifier des eré, si on ne peut
visualiser correctement le travaifectle ? En confble de cardra, la probg-
matique de la manipulation consisigositionner et @placer la camera au-
tour d’entiés maniputes par I'utilisateur en éant des outils puissants et
intuitifs. En partant du conble bas niveau avec modification directe des
paranetres de la caBra et en passant par des outils tel I'arcball [Sho92] pour
arrivera des techniques qui automatisent le placement déaenévitant

les occlusions, les approches assistent I'utilisateumaleere plus ou moins
transparente, afin qu’il se consacre ergment sa che de manipulation.

. La construction de trajectoires de cangra. Pour dfrir des films de synthse

au cirema,a la publicié ou la @monstration, il estécessaire de eer des
trajectoires de caéra dans des environnements 3D. Or, placerepiater
une canéra afin d’dfrir une composition photographique correcte, ou mettre
en valeur certaines proptées, est unedche ardue. Elle requiert un impor-
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tant travail d’essai-erreur entre le positionnement deataéca et le esultat
désie a I'écran. Il est donc naturel qu’un nombre important de trasmient
meres pour assister le &ateur dans cette phase.étide bibliographique
du chapitre suivanté&rtrit et compare les diverses approches de kridittire
scientifique. Que les @thodes soient bass sur des approches &ratlles,
des nétaphores, des metks physiques, deséthodes d’optimisation ou de
résolution de contraintes, I'objectif est d’abstraire ledéle mat@matique
intrinsequea la repésentation de la cagna et de sa trajectoire afin dfor
un outil de haut niveau permettant dé&er ai€ment un ensemble de trajec-
toires. Concernant la épification de trajectoires de céna, les applications
sont majoritairement desties aux logiciels de métisation 3D.

Dans tous ces cas, et dans bien d’autres, il eséssaire de psenter automa-
tiguement une vision de la &oe. |l faut, pour cela, disposer d’outils puissants
proposant une exploration lEssur le mouvement d’'une cama virtuelle.

Alors qu’aujourd’hui la majorié des modeleurs 3D se satisfont d’'une approche
bas-niveau pour coriiter la cangéra, notre objectif est de proposer un outil de haut
niveau afin d’assister l'utilisateur dans sa phase @éatwn et de manipulation de
trajectoires de caara.

Quelles sont les principalesfiicultés des objectifs que nous nous sommesfix
pour sgcifier et calculer des trajectoires de &af Nous les identifions rapide-
ment avant de @senter Etat de I'art du confile de car@ra, qui nous permettra
d’avoir une icke gerérale des dférentes approches possibles.

Pour assisted diversesaches telles que la manipulation ou la mis&eidence
de propretes d’'un objet ou d’'une gmne, il est Bcessaire de calculer un bon point
de vue. Dans le domaine de la manipulation directe en trai®udsions, le calcul
d’un bon point de vue permet d'a@tiorer l'interactivié avec I'utilisateur.

Le probEme des techniques existantes vient du fait que, soit leggrones
gérerent une vue unique qui pelwdmer a la comg@hension (par exemple, l'illusion
du cube de Necker, la figure 1.2), soit ils travaillent sousdatrainte du temps
réel et ne prennent en compte que le plus @éinent de la sne (la facette) en
gérérant une connaissance locale de knsc

Assister le confile de cargra est aussi un@che dfficile car avec sept degs
de libere pour une cagra statique, I'espace de recherche ést tmportant.
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Figure 1.2: Cube de Necker : toutes legtas du cube sont &jaleépaisseur et
aucune perspective n’est indiggl; on peut voir la face avant de ce cube transparent
dirigée, soit vers le haidt gauche, ou vers le badroite. Aucurelement ne permet

de favoriser une interptation, mais on passe asseZaient d’'une visiora I'autre
guoiqu’elles soient incompatibles.

La probEmatique de la planification de trajectoires (motion-plaghest sous-
jacente aux proBimes de placemegdéplacement de ca@na. Or, malge les nom-
breux travaux en robotique, planifier une trajectoire er dapensions resta ce
jour une &che ardue.

En plus, les qualifications de bons points de vues sontéiaemment dpen-
dantes des applications. Par exemple, W. Bares [BL97, BZRL98}cblea cont-
roler la canéra de margirea mettre I'accent sur le pouvoiegdagogique et explicatif
d’'une position de cadra dans un environnement virtuel. Une application dans
laguelle des racanismes cellulaires o mocklises et pour laquelle la céra est
utilisee comme readium gdagogique valide I'approche.

Plus pecigment, notre objectif est I'explorationftBree d’'un monde virtuel
par une carara. En éet, on peut concevoir deux possikékt pour 'utilisateur qui
découvre une sme sur internet et qui aimerait la comprendre.

1. Prise de connaissance directd.’outil de prise de connaissance essaie d’ex-
plorer la séne directement, a partir des connaissances disponiatesagal-
yse pealable de la sme. C’est le mode de prise de connaissance @itilis
lorsque l'utilisateur souhaite explorer laese imnediatement. Ce mode peut
soufrir de manque de gcision.

2. Prise de connaissance fierée. Tres souvent, l'utilisateur ne souhaite pas
une exploration imradiate de la @ne. Dans ce genre de situations, I'outil de
prise de connaissance peut analyser &Enecet proposer une (ou plusieurs)
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trajectoires pour la caé@ma. L'analyse de la sme permet ici de disposer
d’informations beaucoup pluséxises sur la sme, permettari la fois d’ob-
tenir une meilleure prise de connaissance et une explaratieempséel. Le
temps d’analyse et de traitement de larse n’a pas beaucoup d’'importance,
I'objectif eétant une exploration de quaitt, autant que possible, en temps
reel.

1.3 Conclusion

Ce nmemoire se place dans cette pi@mlatique. Nous avongdice de @composer
la manere de proeder en deux grandésapes. La prerare partie est le calcul d’un
ensemble minimal de points de vue importants et il ésessaire qu'ils permettent
de voir le maximum d’objets de la&oe.

La secondé&tape est la éation d’une trajectoire tenant compte de ces points de
vue. Cette trajectoire se doit&tte optimige, principalement en termes de distance
et de distance&nantique, la notion que nous allons introduire au cha@ited doit
lever les ambigiiés qui peuvent subsister sur l&se.

Voila pesenge la probdmatique du conde de cargra, avec les principaux ob-
jectifs que nous nous fixons et lestiultes sous-jacentes. Avant de&penter notre
approche, nousélaillons dans le chapitre suivant, les travaux relatifd@maine.






Chapter 2

State of the art

2.1 Introduction

Computation of good viewpoint is important in many fields: qutational geome-
try, robot motion, graph drawing etc. In this chapter we désaefinitions of good
view that arose in the existing literature.

With advances in 3D model acquisition technologies, daeda@f 3D models
are evolving to very large collections. Accordingly, thepontance of automati-
cally crafting best views that maximally elucidate the miogportant features of
an object has also grown for high-quality representatig Vilews, or sequence of
views. A number of papers have addressed the problem of atitaily selecting
a viewpoint for looking at an object.

The key-role in the domain of automatic explorations befotm estimating
viewpoint quality procedure, so, we start with reviewingaakces in this domain.

2.2 Viewpoint quality

The first works on visual scene understanding were publiahttte end of the years
1980. Kamada and Kawai [KK88] have proposed a fast methodrtgpate a point
of view, which minimizes the number of degenerated edgessufeme. Refer to
figure 2.1 for an illustration. They consider a viewing diren to be good if parallel
line segments lie in a projection as far away from each oth@oasible. Intuitively,

11
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the viewer should be as orthogonal to every face of the 3Dcbagepossible. As this
is hard to realize, they suggest to minimize the maximumedgviation (over all
the faces) between a normal to the face and the line of theaviewight. However,
this method does not ensure that the user sees a large anfialetaits [BDPOOD].

(@) (b)

Figure 2.1: View(b) is better thana), because it does not contain degenerated
faces.

Stoev and Stral3er in [SS02] consider fiatent approach that is more suitable
to viewing terrains, in which most surface normals in thenscare similar, and
visible scene depth should be maximized.

Colin [Col88] has proposed a method initially developed faerees modelled
by octrees. The purpose of the method was to compute a goat gforiew for
an octree. The method uses the principle of “direct appraténcomputation” to
compute a good direction of view. This principle can be désctas follows:

1. Choose the three best directions of vijwd, andds, among the 6 directions
corresponding to the 3 coordinates axes passing throughethier of the

scene.

2. Compute a good direction in the pyramid defined by the 3 ehdsections,
taking into account the importance of each one of the chosentmns (see
Figure 2.2).

A direction of view is estimated better than another oneiff tlirection of view
allows to see more details than the other. Otherwords, thkadehooses a view-
point which shows the highest amount of voxels.

In [PB96] Plemenos and Benayada have proposed a heuristiexteatds the
definition given by Kamada and Kawai. The heuristic consigeviewpoint to be
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Good view direction

Figure 2.2: Direct approximate computation of a good dioecof view.

good if it gives a high amount of details in addition to the mmization of the devi-
ation. They show that if only the minimization is considerteen resulting views
could hide important information of a scene. Thereforey #ed another parameter
to the maximizing function which counts observed detailse parameter added is
the number of visible faces from a viewpoint. According t®f8], the viewpoint
quality can be computed by the following formula:

PIECE PLIE
Cp) = =————+——— 2.1)

i

where:

1. C(p) is the viewpoint quality for the given viewpoim,

2. Pi(p) is the number of pixels corresponding to the polygon nunierthe
image obtained from the viewpoipt

3. r is the total number of pixels in the image (resolution of thage),
4. nis the total number of polygons in the scene.

5. [a] means the ceiling function, i.e the smallest integer nunabe N : a; >
a

In the context of computer vision, Weinshall and Werman [WW@&fjne two
measures on views: view likelihood and view stability. Vikkelihood measures
the probability that a certain view of a given 3D object is@fed; it may be used
to identify typical, or “characteristic” views. View stdily measures how little
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the image changes as the viewpoint is slightly perturbaday be used to identify
“generic” views. They show an equivalence between the ntaktesand most likely
view of an object, and show that this is the view in which areabjs flattest.

Sbert et al. [SFR02, Vaz03, FAABS99, Fei02, VFSHO01] introduced an infor-
mation theory-based approach to estimate the quality obapoint. To select a
good viewpoint they propose to maximize the following fuont so called “view-
point entropy™:

A

N;¢ A,
IOEDY A log 7 (2.2)
i=0

where:

1. pis the viewpoint,

2. Ns is the number of faces of the scene,

3. A is the projected area of the face number

4. A, is the projected area of background in open scenes,

5. A is the total area of the projection.

The function is the Shannon’s entropy, where projectedsaoédaces are taken
as a discrete random variable. Thus, the maximum entropytaired when a
certain point can see all the faces with the same relativeqexd aread/A;. So,
if the background is not visible from the viewpoint, one hasaimum entropy of
log, N;. By optimizing the value of entropy in images, Sbert et al. ttrgcapture
the maximum number of faces under the best possible orientat

In [SPFGO5] Sbert et al. have proposed an algorithm, basdbeoKullback-
Leibler distance. Its objective is to find the minimum regréative set of views
for a given object or scene. Thelative entropyor Kullback-Leibler (KL) distance
between two probability distributions = {p;} andq = {q;} over the seX is defined
by

n "
KL(pllo) = > p Iog%,
i=1

where, from continuity, the authors use the convention@ag 0= 0, p; log % =
oifa>0and0 Iogﬁ = 0. The KL distance satisfies theformation inequality
KL(pllq) = 0, with equality only ifp = g.
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To define the measure of viewpoint quality, the authors ueeKih distance,
where probability distributiorp is given by the relative area of the projected faces
over the spheré& of directions centered in the viewpoilt and the probability
distribution q is given by the relative area of faces. Thus, viewpoint quas
defined by

N a
at

KLV) = > % log 2.
i=1 Ar

whereg; is the projected area of facea; = ZZ fla,-, A is the actual area of face

i andAr = thlAi is the total area of the scene or object. The viewpoint qualit

measure can be interpreted as the distance between thelzedrdistribution of

projected areas and the ideal projection, given by the nlaretadistribution of the

actual areas. Thus, to select views of high quality meansriomze KL(V).

Recently Chang Ha Lee et al. [LVJO5] have introduced the ideassh saliency
as a measure of regional importance for graphics mesheyg.defiee mesh saliency
in a scale-dependent manner using a center-surround opergBaussian-weighted
mean curvatures. The human-perception-inspired impogtameasure computed
by the mesh saliency operator gives more pleasing resudtsmparison with purely
geometric measures of shape, such as curvature.

Blanz et al. [BTB99] have conducted user studies to determmdsittors that
influence the preferred views for 3D objects. They conclud# selection of a
preferred view is a result of complex interactions betwessk t object geometry,
and object familiarity. Their studies support visibilitgrd occlusion) of salient
features of an object as one of the factors influencing thecteh of a preferred
view. Gooch et al. [GRMSO01] have built a system that usesnagired principles
and some of the factors suggested by Blanz et al. [BTB99] to aatioatly compute
initial viewpoints for 3D objects. Such systems can greagyefit from purely
geometrical computational models.

It is interesting to have functions which evaluate viewpa@joalities, but use-
less without methods which select the best viewpoint forraitrary scene. Thus,
Plemenos [Ple91, PB96] proposed an iterative method of attowiewpoint cal-
culation. The scene is placed at the center of a sphere, veosee represents all
the possible points of view. The sphere is divided into 8 sphktriangles (see fig-
ure 2.3) and the best one is chosen according to the viewtiggadf the vertices of
a triangle. Then, the selected spherical triangle is réelyssubdivided. The best
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vertex is chosen to be the best point of view at the end of thegss (figure 2.4).

B C

Figure 2.3: The sphere of points of Figure 2.4: Recursive subdivision of
view is divided into 8 spherical trian-  the “best” spherical triangle.
gles.

Finding the optimal set of views of an object for purposeswdige-based ren-
dering has also been considered, using measures suchaptbesling best cover-
age of the scene [FCOL99], and those that provide the moshiaioon [VFSL02].

2.3 Dynamic exploration

Some commercial products such as Quick Time VR [Che3Brganoramas,
which are 360 degrees images taken from a single point of. vidawever, the

user is restricted to camera movements of rotation and zuprtiis not possible to
freely navigate and therefore the shown information depamdthe initially taken

photographs. Moreover, the user must jump from one viewgoiranother and

therefore it is possible to be confused, to loose the notfatracture of the scene
after some jumps.

2.3.1 Global exploration

A single good point of view is generally not enough for comxpdeenes, and even
a list of good viewpoints does not allow the user to underdstaacene, as frequent
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changes of viewpoint may confuse him (her). To avoid thidm, virtual world
exploration methods were proposed.

Plemenos et al. and Dorme [BDP99, BDPOOb, Dor01, BDP0Oa] peapas
method, where a virtual camera moves in real time on the caiidéa sphere sur-
rounding the virtual world. The exploration is on-line, $eene is being examined
in incremental manner during the observation. All the polygjof the virtual world
are taken into account at each step of the exploration. Thbadds based on

heuristicsw; = % - (1+ <), where:

1. w, is the weight of the current camera position,

2. V, is the viewpoint complexity of the scene from the cameraisent posi-
tion,

3. p. is the path traced by the camera from the starting point toctiveent
position,

4. d, is the distance from the starting point to the current positi

0ssible new
irections

— —

Previou&
direction

Figure 2.5: Only 3 directions are considered to ensure a smmovement of the
camera.

In order to avoid fast returns of the camera to the startirgitiom, the impor-
tance of a viewpoint is made inversely proportional to themea path from the
starting to the current position. Also, for a smooth movetwdrihe camera, only
three new viewpoints are considered while computing the pegition (see fig-
ure 2.5). Aresult of the technique application is shown atrBd®.6, which is taken
from [PSFO04].

Vazquez et al. in [VS03, &03] have proposed an exploration method that
is very similar to the previous one. Similarly to Barral et [@DPO0O0b], subse-
guent moves are chosen between three possible new dirgctiooording to the
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Figure 2.6: The virtual fiice ex- Figure 2.7: Exploration path around
ploration trajectory is taken from a martini glass.
[PSFO04] article.

last movement, to ensure a smooth displacement of the cambeadtterence is

that the next viewpoint is chosen in dependence of the epfeguation (2.2)) and
the number of faces not yet visited. To evaluate the qualdfeghe next three pos-
sible positions, they multiply the viewpoint entropy of Bgmint by the number
of new faces that appear with respect to a set of faces alngaitigd. In the case,
where none of the three possible viewpoints show a new faeg,dhoose the one
lying furthest from the initial position.

Figures 2.7 and 2.8 give exploration trajectories for a migtass, a candlestick
and a mug from the SGI Open Inventor toolkit.

In many cases, the on-line exploration is not necessaryusectne user has
enough time to wait for pre-computing of interesting viewps for a virtual world
and even interesting trajectories. Thus, Jaubert [Jad@®D@] proposed anfi3line
exploration method based on the pre-computing of a minireab§ good view-
points. The computed viewpoints are sorted in importancieroand stored to-
gether with the virtual world. The stored order is used eauk tin exploration of
the virtual world is needed.
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(@) (b)

Figure 2.8: Exploration path around a m{aj and a candlestickb).

2.3.2 Local exploration

Often virtual worlds are designedpriori to be visited inside. Examples are very
numerous: worlds, populated by avatars, such as video gamadations, such as
virtual museums etc.

In this kind of exploration one can point at three main proige

1. Obstacle avoidance, the camera should not pass throyggttsb
2. The camera has to explore important parts of the scene,

3. The camera has to show as good views as possible.

Obstacles may be static (walls, objects — in general, irestbke places) or dy-
namic (obstacles may change their position or their shagieeitime, other avatars,
for example).

Yunfang et al [YZWO03] have presented an algorithm based oths¥ie vision,
which is used to dynamically determine the walking path efdkiatar in the Intel-
ligent Virtual Environment. They use synthetic vision acdrse octree to simulate
the avatar’s vision sense of the environment and memoryeocétkne, respectively.

Vazquez and Sbert [VS03] propose an automatic method of irsdeme explo-
ration with limited degrees of freedom (in order to simulateuman walk-through).
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The method is based on the viewpoint entropy. Exploring @sestops at the mo-
ment when the camera is unable to discover new informatiguré 2.9 shows an
example of indoor scene exploration.

I

== Rotation

VoS
Starting point

(a) Room exploration path (b) Rotation of the camera
near the obstacle

Figure 2.9: Imagega) and(b) show two close-ups of some parts of the path. Here
some of the camera operations are marked with white arrowse, Mow in image
(b) the camera stops when it is about to collide with room colunmhratates until

it finds a new way.

In [MCO00, VFSHO02, PGJTO05] image-based techniques are usedntivol the
camera motions in a changing virtual world. The problem daioethese papers is
the adaptation of the camera behavior to the changes of tHd.wo

For more details, a state of the art paper on virtual worldalexploration
techniques is available [Ple03], whereas viewpoint qualitteria and estimation
techniques are presented in [PSF04].

2.4 Conclusion

In this chapter we have briefly reviewed existing technigakautomatic scene
exploration, such as good viewpoint selection and creatingdative movies. Un-
fortunately, there are very few papers which face this gwbfrom the computer
graphics point of view, whereas several papers have bedisipat on the robotics
artificial vision problem.

As we have mentioned above, the purpose of a virtual worldoeapon in
computer graphics is completelyfidirent from the objectives of techniques used in
robotics. In computer graphics, the purpose of the progrémciwguides a virtual
camera is to allow a human being, the user, to understand avoeld by using
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an automatically computed path, depending on the natureeofvbrld. The main
interaction is between the camera and the user, a virtuahdmgnan agent and not
between two virtual agents or a virtual agent and his enwiemt.

Existing methods have a lot of drawbacks, which will be désad in the fol-
lowing chapters. Therefore, the methods could be mightilgroved.

In the following chapters we are going to investigate howdbene can be in-
terpreted as a source of information and how the camera caorisdered as the
receiver of this information.






Chapter 3

Viewpoint quality

3.1 Introduction

Although realistic rendering algorithms have been studdgda long time, most
rendering systems place the camera at an arbitrary viewpaitinout taking into

account which information is displayed to the user at thisigpmn. Unfortunately,

developers often forget to supply expository informationhow to deal with cre-
ated worlds. Commonly, the user has to place the camera in é gosition to

better inspect a certain scene. The selection of good viev@mputer Graphics
has longly remained almost forgotten by researchers.

There is a strong necessity to have fast and accurate tedwigr better explo-
ration and clear understanding of various virtual worldse Keyrole in the domain
of automatic explorations belongs to estimating viewpqundlity procedure.

Quiality of a view direction is a rather intuitive term andgedo its inaccuracy, it
is not easy to precise for a selected scene, which viewparetsgood” and which
are not. Over the last decades, many methods were proposedltmte qualities
of view directions for a given scene and to choose the best Afleof them are
based on the fact that the best viewpoint gives to the useimmogix amount of
information about a scene. And again, an imprecise ternofétion” is met.

The viewpoint evaluation methods could be divided into ¢hgeoups, charac-
terized by the nature of input information:

1. Low-level methodswhich consider only quantity of visible surfaces;

23
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2. Middle-level methodswvhich take into account geometry of visible surfaces;

3. High-level methodsoperating with the visibility of scenabjects

Of course, the proposed classification may be discussedx&mple, the mid-
dle or high-level methods are the methods where a new levabsfraction was
added. One can perform this with (almost) all methods froenldiv-level group,
but it is reasonable to classify the works that already done, not ones theduld
be done.

So, the first group of strategies is the most numerous oneprAlliously pro-
posed methods belong to this group. Directly or implicidit, the methods from
the low-level group use only two global parameters as input:

1. Quantity of visible surfaces (projected area, amounbagéls, angle between
direction of sight and normal to a face),

2. Number of visible faces.

In other words, all of them consider a viewpoint quality asis®f qualities of sep-
arate faces, but don’t take into accotmatva polygon is connected to the adjacent
ones.

The number of visible faces is a quite weak criterion for awgeint quality
estimation. For example, if we consider a very simple sclagédonsists of one
square (figure 3.1(a)), then the viewpoint entropy equagives usl(p) = O for a
viewpoint p lying on the perpendicular to the square’s center. If we suthel the
square (figure 3.1(b)), topology of the scene does not chang& p) grows.

Thus, the methods using a number of faces to evaluate a vieivgoality,
depend on initial scene subdivision. Using the projected af a face as a criterion
of quality, the dependence appears also if we don't use aitiaddetric, i.e.,
the sum of areas. In [SP05] and [SPT06] we have introducechewogroups of
methods — the middle-level and the high-level group, retpgsy.
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@) (b) (©

Figure 3.1: Three scenes represent the same s@iataut subdivided into 4 parts
(b) and 8 partqc). The viewpoint entropy equation gives ) = 0 for (a),
I(p) = log 4 for (b) andl(p) = log 8 for (c).

3.2 Middle-level methods'

3.2.1 Definition

As we have said before, it would be good if the estimationineutould be broad-
ened by the knowledge of how a face is connected to the adjanen. We propose
to use the curvature of a surface as such a knowledge. \r#tlyitthis choice is good
since more mesh bends are visible from the viewpoint, mawesld@f a scene could
be seen. Unfortunately, we can’t applyfdrential geometry definitions due to a
discrete nature of our scene, so, the equations should bémed. There are many
ways to define a total curvature for a discrete mesh — for el@ngcurvature
along edges, so-called extrinsic curvature (equation))&ud intrinsic curvature
for a set of vertices (equation (3.2)). Excellent surveyorvature approxima-
tion methods for discrete meshes are available in papers byd@e [Cal86] and
Hamann [Ham93]. Let us suppose that a concave mesh bringagerahe same
amount of information as a convex one, so, we propose to @denabsolute values
instead of signed ones. Then the first one can be written as:

Cex= ) (1~ c0s0r)-[e), (3.1
ecE

TThe results are published in [SP05]
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whereE is the set of edges of the scetepis the edge lengtl® is the angle between
normals to the faces sharing the edgd&he second one can be defined as follows:

Cri=) |2r= > @

veV ajca(V)

(3.2)

o

wherea(V) is the set of angles adjacent to the venggee figure 3.2).

.
4 )

(a) Extrinsic curvature is equal to the product of(b) Intrinsic curvature is equal to the sum of an-
edge length and angt@ between faces sharing gles adjacent to the vertex minus.2
the edge.

Figure 3.2: Two simple ways to define total curvature for amdite mesh: curvature
along edges and curvature in vertices.

Thus, our heuristic could be expressed as follows:

I(p) =C(F(p)- ). P(f), (3.3)

feF(p)

where:

1. I(p) is the importance of the viewpoim
2. F(p) is the set of visible faces from the viewpoint

3. C(F(p)) is the total curvature for the mesh visible frggnwhere either of the
equations (3.2) and (3.1) may be used,

4. P(f) is the projected area of the fate

In order to calculate the curvatu@F(p)), both equations (3.2) and (3.1) may
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be used. They give almost equal results. Consideraltfgrdint results may be
obtained only in case of very unnatural, synthetic scenes.

The proposed heuristic is invariant to any subdivision oteng keeping the
same topology. Indeed, if we subdivide a flat face to sevarakpthen all inner
edges and vertices will not be taken into account due to zsgtea. The heuristic
works for the outdoor and indoor explorations equally. Ampartant property of
such a kind of viewpoint quality definition is the possilyilito extend it, using
the total integral curvatur§ |IK|dA, into the class of continuous surfaces, such as

Q
NURBS etc., which nowadays become more and more usable.

The definition is very convenient in many cases, but it may loeegime con-
suming if it is necessary to estimate a lot of viewpoints. éfave not allowed to use
point-to-region (viewpoint-to-face) visibility calcuians, then, in order to reduce
the complexity, the following heuristic may be used:

I(p) = C(F(p))- (3.4)

If intrinsic curvature is used, this definition implig®int-to-point(viewpoint-
to-vertex) visibility problem. A case of extrinsic curvatuusage impliepoint-
to-segmentviewpoint-to-edge) visibility computations. Thus, ergic curvature
is more expensive, but to reduce the complexity, we can sgbat if two end-
points of an edge are visible, then all the edge is visiblec@irse, it is not true,
but if a (natural) scene consists of a big amount of polygtins,assumption does
not deteriorate results, since few edges masked in the endilhot #ect the main
mass of edges. Even with this assumption extrinsic anchsitricurvatures give
almost equal results in majority of cases, only unnaturahes are handledftir-
ently. Thus, the definition (3.4) greatly increases perfmoe in many cases, an
algorithm with analysis is given in section 4.2.

However, in distinction from equation (3.3), equation {314 not difer distant
objects from closer ones, figure 3.3 shows an illustrationHis drawback.

As a cheap solution keeping an eye on projected sizes, wegedp use extrin-
sic curvature in formula (3.4) with projected edge lengtisdead of absolute ones.
This proposition explains why we have introduced not ontyimsic curvature, de-
spite all its simplicity and #iciency.
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&

(a) Elucidative photo (b) Bad photo

Figure 3.3: The left photo is better than the right one. Hstia;i based on equa-
tion 3.3, selects phot@) as the best one, while equation 3.4 gives equal values for
the both photos.
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3.2.2 Comparison with previous results
Projected area versus our heuristic

Figure 3.4 shows us that maximum of projected area may gzeiser large amount
of pixels drawn, but few details of a scene.

Z
. | i
Y
(@) (b)

Figure 3.4: Maximum arega) versus our method of viewpoint selectia).

Viewpoint entropy versus our heuristic

A candlestick from SGI Open Inventor models is drawn at figlike Figure 3.5(a)
is taken from [\&z03], this viewpoint maximizes the viewpoint entropy. Awi
direction, maximizing our heuristic is shown at figure 3)5(b

(@) (b)

Figure 3.5: The best views of the candlestick are computeeriyopy-based
method(a) and our methodb).
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Viewpoint complexity versus our heuristic

A martini cup from SGI Open Inventor toolkit was tested. Thewpoint com-
plexity [PB96] and the viewpoint entropy Rz03] techniques give the same result,
which is shown at figure 3.6(a). The result of our method apgilbn is given at
figure 3.6(b).

(b)

Figure 3.6: The viewpoint complexity and the entropy-basethods give the same
result(a); our method applicatiofb).

Stand-alone results

Figures 3.7 and 3.8 present results of viewpoint qualityregions for two models:
the Utah teapot and a virtuaftice model. The figures show qualities of viewpoints
lying on surrounding sphere. In order to better represenBib data, each figure
shows a scene fromftierent viewpoints. To distinguish values in black-and-@hit
picture, we have connected viewpoints by lines; more the isndark and thick,
more the viewpoints are good.

e
vAVav,
- VAVALVAV

a av,
A 7 AVAVAV Ly ‘V

0';;:;::¢I¢I¢A¢ ‘[
\"g‘ v AV\V/ vl pf‘“ A g X
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Figure 3.7: The figure shows the Utah teapot from two pointgi@fv. The best
view is available in figure 3.4(b). Dark and thick lines iratie good viewpoints.
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Figure 3.8: The figure shows the virtuatioe model from dierent points of view.

First image gives the scene from the best viewpoint, therabaad the third ones
show the viewpoint qualities. Viewpoints are connectedibgd; more the line is
dark and thick, more the viewpoints are good.
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3.3 High-level methods'

3.3.1 Definition

Although the above methods allow to obtain interestingltesthey are low-level
methods, as they use inadequate “vocabularies”. Let usdmran example.

The scanning process at 300 dpi resolution produces aboagpixels per A4
page. Nobody uses elementary pixel configuration to descobtent and structure
of this page. Instead, we apply Optical Character Recognitiethods and repre-
sent content by characters and structural markup. Compugghigs stfers from
weak representation of 3D data. Development of proper ‘boleaies” for a new
generation of meta-data, capable to characterize comdrstaucture of multimedia
documents, is a key-feature for categorization, indexsggrching, dissemination
and access.

It would be a grand challenge if a complete semantic 3D mooleldcbe used
instead of projection in lower dimensions (image, textpaations) or structureless
collection of polygons.

Now let us suppose that, having a complex scene, there existe proper (in
human perception) division of a scene into a set of objectrE 3.9 shows us an
example of such a scene, where the subdivision into a setjettshis shown by
different colors. These objects are: the computer case, thayiige mouse, the
mouse pad, two cables, the keyboard and several groups &f key

Only 20% of the display surface is visible, but it does not amdss its recogni-
tion, because if we are familiar with the object, we coptddictwhat does it look
like. Thus, we could conclude that if there exists a propédsusion of a scene
into a set of objects, the visibility of the objects couldrgrimore information than
just the visibility of the faces, and this leads us to thedlgiroup of methods —the
high-level group

The requirement of a scene division into objects does nat time area of the
method application. There are many ways to get it. First bfcamplex scenes
often consist of non-adjacent simple primitives, and thls to the first disjunction
of a scene. Otherwise, if a scene (or some parts of a sceneprissented by a

TThe results are published in [SPT06]
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Figure 3.9: The scene is subdivided into a set of objects. digigay is almost
completely hidden by the case, but we could clearly recagitiz

huge mesh, it could be decomposed. The domain of surfacenpesition is well-
studied and there are a lot of methods giving excellent tes@ne can point at
results of Zuckerberger et al. [ZTS02] and Chazelle et al. [CZH.

The method also could be very useful in declarative modglin hierarchical
decomposition (refer to [Ple95] for the main principles)such a case, the decom-
position could be provided by a modeler directly, or, prdipaibcan be combined
with the information extracted from a scene geometry.

An accurate definition of the new heuristic is given furtiest us suppose that
for each objecty of a scend& importancey(w) : Q — R* is specified.

We would like to generalize the method and do not want to bedulby a strict
definition of the importance function, because it could baalm diferent ways,
especially, if some additional knowledge about a scenegplad. For example, if
the method is incorporated into some dedicated declanaiaeler, the importance
of an object could be assigned in dependence on its funditipnisloreover, after
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the first exploration the importances could be rearrangealdifferent manner to
see various parts of a scene more precisely than during évéeops exploration.

If no additional information is provided and the user tak&®s iaccount scene
geometry only, then the size of object bounding box could desidered as the
importance function:

w) = Max Uy — Vil + max|uy, — V| + max|u, — vy,
A(w) = Max|uy =V + max|uy — vyl + max|u; - V|

whereV,, is the set of vertices of the objeot

Itis also necessary to introduce a parameter charactgtizepredictability (or
familiarity) of an object:p,, : Q — R*. In other words, the parameter determines
the quantity of object surface to be observed in order to wetlerstand what the
object looks like. If an object is well-predictable, ther thser can recognize it even
if he sees a small part of it. bad predictability forces therus observe attentively
all the surface.

Thep,, parameter sense could be also interpreted iffarént manner. Even if
an object is well-predictable (for example, it is a famoumag), the parameter
0., could be chosen as for an object with bad predictability.sTdhoice forces the
camera to observe all the painting.

We propose to consider the functid(t) = f}‘:ﬁt as the measure of observation

quality for an object, where & t < 1 is the explored fraction of the object (for
example, the area of the observed surface divided by thedma of the object
surface). Refer to figure 3.10 for an illustration. If the peTiage for the objeciw

is equal to zero (the user has not seen the object at all), fitigrs zero (the user
cannot recognize the object). If all the surface of the dhjeis observed, them(t)

is 1, the observation is complete.

If nothing is known about a scene except its geometricalesgrtation, then
in order to observe it, the paramejercould be taken as rather small value, for
examplep, = 0.1Yw € Q. In such a case even exploration of a part of an object
gives a good comprehension.

Now let us suppose that there exists some additional kn@elefdr example,
a virtual museum is considered. Then for all the paintingspghrameter could be
taken equal to 1000 and, for all the walls, chairs, doors legua 1. Now, in order
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comprehension
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Figure 3.10: The behavior of the functidtft) = p” - t for two values of the pa-
rameterpo. (a) p = 0.1, even a part of an object prowdes a good knowledtp.
p = 1000, the user should see all the object to get a good knowledg

to get a good comprehension of a painting, one should obsdirits surface, but
only a small part of door or wall is necessary to recognizenthe

Let us consider a viewpoird. For scene objects this point gives a set of values
O(p) = {0 < 6y, < Lw € Q}, whereé,,, is the fraction of visible area for the
objectw from the viewpointp. 6,,, = 0 if the object is not visible and,,, = 1 if
one can see all its surface from the viewpgint

The fractiond,,, may be computed in various ways. The simplest one is to
divide the area of the visible surface by the total area of lajead. A bit more
complicated way is inherited from the middle-level methsed equation (3.4)). If
we divide the curvature of the visible surface by the totavature of an object, we
obtain the fraction equal to O if an object is not visible dtaadd equal to 1 if we
could see all its surface.

Thus, we propose to evaluate the viewpoint quality as the agiuseene object
importances with respect to their visibility:

Po+1
Po tOpy

I(p) =) qw)-

weQ

Lot g (3.5)
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3.3.2 An example of applying the technique

In this section, the computer model, that we have met befsreonsidered more
precisely. Figures 3.11 and 3.12 show the results of applyio techniques from
the middle and the high level classes. For the new methoddit@ual information
is provided, so, the bounding box sizes are taken as the tamp# functiom(w)
andp,, = 0.1Vw € Q.

40 135 40 135
45 45
50 30 P
25 »
55
20 20
60 60
| 15 15
65 65
: 10 10
70
5 0 5
75
80 80
85 90 9 8 90 %
(a) The middle-level method. (b) The new high-level method.

Figure 3.11: The qualities for 100 viewpoints equally disted from the center of
the model. The best viewpoint is shown by the black sector.
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(a) The middle-level method. (b) The new high-level method.

Figure 3.12: The plain graphs of the qualities for 100 viewfaround the scene
(see figure 3.11).

The best viewpoints, chosen with the two methods, are glosedthe picture
is shown at figure 3.13), but there are significarffedences in the estimation of
other view directions.
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Figure 3.13: The best viewpoint for the computer model.

Compare figure 3.9, showing the scene from the viewpoint nuriBe and
figure 3.13, showing it from the best viewpoint. It is cleaattlthe viewpoint 10
is less attractive, but it still gives a good representatibthe scene. The function
on figure 3.12(b) decreases smoothly in this region, whilerég.12(a) shows a
drastic fall. At the viewpoint 17 the function from figure 2(b) grows, because a
back side of the display and a part of the keyboard are visibl@ltaneously. Then
it decreases again because the case covers the keyboarchewhmethod also
shows a better quality than the old one from the back sideeo$tiene. From each
viewpoint some parts of the mouse or of the keyboard areleissio the estimation
should not be so small as at figure 3.11(a).

3.4 Conclusion

At the beginning of this chapter we have presented new @it evaluating a
viewpoint quality, which do not depend on changes in a sceepikg the origi-



38 Chapter 3. Viewpoint quality

nal topology. The criteria are extendable into the clasatiouous surfaces such
as NURBS etc., more and more usable nowadays. Belonging to tiia¥level
heuristics, the proposed criteria allow to get a good cohmamsion of a single vir-
tual artefact or a general comprehension of a scene.

A new high-level heuristic is proposed at the end of the arapthe criterion
uses a subdivision of a scene into a set of objects. To estiowitribution of
each object to total viewpoint quality, the high-level nathuses definitions of
middle-level criteria. This technique could be particlyldelpful in virtual heritage
projects. For example, in a virtual museunffelient objects should havefidirent
importances. Obviously, the artefacts should have sigmiflg greater importances
than walls, chairs and so on. Having a proper division of tugirmuseum model
into a set of objects, we obtain good heuristics for an autionfar guided manual)
exploration.



Chapter 4

External exploration '

4.1 Introduction

Exploring virtual worlds becomes a more and more importas¢arch area in Com-
puter Graphics these last years, mainly due to continuouslaigment of Internet
services. Hicient algorithms for automatic exploration of virtual wasimay help
the user in many ways. For example, by allowing him (her) tdeustand a scene
found on the web or to make a guided visit to a virtual museumallicases, an au-
tomatic exploration could be proposed to the user, takitg account exploration
criteria such us view quality, smoothness of the cameraguadso on.

The purpose of a virtual world exploration in computer giiaplis completely
different from the objectives of techniques used in roboticeomputer graphics,
the purpose of the program which guides a virtual camera &lltov a human
being, the user, to understand a new world by using an auicaigtcomputed
path, depending on the nature of the world. The main intenaés between the
camera and the user, a virtual and a human agent and not lbetimeeirtual agents
or a virtual agent and his environment.

Two main classes of automatic virtual world explorationhi@iques may be
distinguished:

e Global exploration techniques, where the camera remaitsdeuthe world
to be explored. These techniques allow a global view of ai&inivorld but

"The results are published in [SPT06]
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may fall in exploration of some never visible details.

e Local exploration techniques, where the camera movesarisie explored
world. These techniques allow to reach all possibly visitidgails of the
world but they don’t give a global view of it.

Local exploration may be useful, and even necessary in sasescbut only global
exploration could give the user a general knowledge on aescérhis chapter
presents our results in developing global explorationnagkes.

4.2 Analytic visibility graph

Let us suppose that there is an unknown scene, and the usét lik@uto get a
general comprehension of its structure. Since the userdnidd to explore the
exterior of the scene, it is reasonable to restrict the spapessible viewpoints to
a surrounding sphere. Moreover, viewpoint quality is aesihooth function, so
the sphere could be easily discretized. Thus, the scenadsgin the center of the
sphere, whose discrete surface represents all the popsiblis of view.

It would be very convenient for many quality estimation ionas if the undi-
rected bipartite grap = (S F, E) can be obtained, where the first p&rtorre-
sponds to the set of viewpoints of the discrete sphereFaodrresponds to the set
of faces of the scene. The set of aEEsepresents visibility between objects from
S andF, i.e.,G is the analytic visibility graph.

Unfortunately, computing such a graph is a quite expensisk, tbecause the
proposed methods of viewpoint quality estimation operaith wuite expensive
point-to-region visibility and approximate calculatioh\asible parts using a Z-
Buffer. Figure 4.1 illustrates the technique. The scene is reddsom a viewpoint,
coloring each face with a unique color ID and using flat shgdim the resulting
rendered scene, each pixel represents the color code @fdbeisible in this pixel.
OpenGL allows to obtain a histogram which gives an infororatn the number of
displayed colors and the ratio of the image occupied by ealdr.cSee [BDP99]
and [NRTT95] for more detailed description.

A quality estimation routine for a single viewpoint, applgi these methods,
runs inO(n; - Z) time, wheren; = |F| is the number of faces in the scene and
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| | 277

Figure 4.1: Detecting visible faces by rendered image a@maly_eft image repre-
sents a rendered cube, right image shows the histogram wailstus how many
pixels are occupied by each face of the cube.

Z is the resolution of the Z-Bter. Forng = |S| viewpoints the running time is
O(n¢ - ng - Z). Note thatZ should be significantly greater than in order to have

at least few pixels to display each face. The complexity efdtgorithm forces the
authors to use adaptive search algorithms, which may geseart results, even for
a single good viewpoint selection.

A very important advantage of the heuristic (3.4) is theaejlg point-to-region
(viewpoint-to-face) with point-to-point (viewpoint-teertex) visibility computa-
tions. Likewise, when the intrinsic curvature is used inesrtb compute visible
fractions, viewpoint quality equation (3.5) requires gdimpoint visibility compu-
tations only.

Since the visibility of faces does not play the main role aaggnthe visibility
graph is transformed t6 = (S V, E), whereV corresponds to the set of vertices
of the scene. The set of arEsrepresents visibility between objects fré&@randV.
The graph could be computed ®l(nf SRV nv) operations, whera, = |V| is the
number of vertices of the scene.

Let us suppose that the surrounding sphere is pixelizeth; dament represents
a viewpoint. To evaluate viewpoint qualities, it is necegda find all vertices of
the scene which are visible from each element of the spherrder to perform it
rapidly, a reverse problem is considered, all visible vieimfs are to be found for
each vertex of the scene. It allows to use the structuredsiels rasterized sphere
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Figure 4.2: The scene consists of two cubes and a cone, tieeizad plane repre-
sents a set of viewpoints. The given vertex of the scene ivisilitle from view-
points colored black.

for fast elimination of hidden areas. Without loss of gefigra rasterized plane
could be considered instead of the sphere and a trianguaete (a polygonal
mesh could be triangulated in linear time using the algorigmesented in [Cha91]).

The algorithm iterates through each vertex of the scene add #ll pixels of
the plane which are visible from the given vertex (see figu2¢. rhe main step of
the algorithm is the determination of a set of viewpointsjcktare visible from a
given vertex. The naive way is to project all the trianglegtmplane, to fill up the
projections and then to eliminate coloured areas. This walya simplest one, but
it is expensive. In such a case, the main step of the algoritim®inO(n; - ns) time
in the worst case, because it could colour pixels severagim

We propose to keep a matrix of numbers, where each elemem ofiatrix cor-
responds to a pixel of the plane. Initially the matrix is tdfiled up with zeroes. At
the main step of the algorithm a projection boundary is todumé for each trian-
gle of the scene. The boundary could be obtained using theBnas’s algorithm
[Bre65] of digital line drawing. Then the boundary could beided into two parts:
a left part and a right part (see Figure 4.3). The matrix el@smehich correspond
to the elements of the left part of the boundary are to be as=d, the right ones
are to be decreased. Figure 4.4 gives the detailed illumtrat

When all the projections are drawn, the inner parts of theegtmns are to be
eliminated for each row of the matrix. This task is similathe brackets sequence
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Figure 4.3: The triangle is drawn on the rasterized plareebthundary is shown by
the dark gray color, the inner part by the light gray. The sglab+” indicate the
left part of the boundary, the-" shows the right one.
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Figure 4.4: Three faces are drawn on the plane. Symbbhieans increasing of
the corresponding element of the matrix, symbel fheans decreasing.
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task, where each row represents a string, each increasmgnafrix element means
insertion of an opening bracket into the string and eachedesing means insertion
of a closed bracket. Algorithm 1 shows the scheme.

Input: The set of face§, the rasterized sphe&
Output: The analytic visibility graptc = (S V, E)

Js<— 0Vse S
for each vertex of the scenelo
for each trianglef € F do
Find the projectiorP; of the trianglef onto the plane
Increase matrix elements corresponding to the left pati®@ptojection
Decrease matrix elements corresponding to the right paheoprojection
end for
Determine the seA of the inner parts according to the calculated matrix (per-
form the brackets sequence task for each row of the matrix)
E—EU(sV)VseS\A
end for

Algorithm 1: The fast visibility computation method.

If the plane consists afis pixels, then the maximal boundary drawing time is
O(+/ny) for a triangle. Havingns triangles andh, vertices in a scene, the total
running time of the algorithm i®(n¢ - 4/ns - ny) operations. Thus, the running time
is reduced fron©O(n; - Z - ng) to O(n¢ - 1, - Vi5) operationsZ > ny.

Let us show how this technique can be used for the rastenptests. Let us sup-
pose that there is a tesselated spl&ren a grapit; = (S, E;) can be constructed
where the set of node&s corresponds to the tesselation parts. Edgesf) € E; if
and only if the parts; is adjacent tos,. For example, each pixel of usual screen
has 8 neighbours. If there is such a kind of graph and two paihthe sphere are
given, then the shortest path in the graph corresponds tegencurve (or short-
est line) connecting the points. Since the graph has thesmeyial structure, the
shortest path of lengthcan be found irO(l) operations using an adaptation of the
Bresenham’s algorithm. So, where we have projected 3 vert€a triangle on
the sphere, we can find 3 shortest paths representing thellaguaf the projec-
tion. The paths are stored and the next triangle is projecdigr the main loop,
when all the boundaries are computed, it is easy to remove fhe graph all the
nodes met, at least once, in the set of paths. Then the graphitied into a set of
linked components (for example, we can split it by constngca depth-first search
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tree) and the components corresponding to internal pattsediriangles are to be
removed.

4.3 Static visualizations

4.3.1 Setofimages

There are many ways to visualize a scene in order to undergtarihey could
be separated into two classes of methods: static and dyn&tatic methods give
the user a set of photos of a scene and dynamic ones show a€'maVhile this
section describes static methods of exploration, thewiatig one gives description
for dynamic visualization techniques.

The interesting problem is to find a set of images, represgrail the scene.
Let us provide a strict formulation. There is a scene, i.esetaof facesd= and a
set of verticesV/ are provided. Of course, a reduced version of the task coaild b
considered as well as the complete exploration task. If itesessary to find a
set of images, completely representing an interegtieng (parts) of a scene, then
F andV represent sets of faces and vertices, respectively, of dhe(parts). A
surrounding discrete viewpoint spheeis given. It is not hard to compute the
undirected bipartite grap& = (SUV, E) (refer to algorithm 1 for details). The
task is to find a set of viewpoints representing all the scene:

MCS:V={uv)eEue M}.

Unfortunately, the minimal set cannot be found in real time.

Lemma 4.3.1. The minimization of\M| is NP-complete.

Proof. Let us remember the Feedback Vertex Set (FVS) problem: gvenndi-

rected graph, what is the smallest set of vertices whoseialelleaves an acyclic
graph? Garey and Johnson [GJ79] have shown that thedFNB. Now we shall

try to transform the FVS problem to the initial task to prove-slompleteness.

Let us consider the following transformatiovi:will have nodes corresponding
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to all cycles of the graph in the FVS.corresponds to all the vertices of the graph,

E = {(u, V)| the cycle corresponding tocontains a vertex correspondingup

Thus, the FVS can be converted to the initial problem, butetihea dificulty:
the number of cycles in a graph can be exponential in the nuofloeodes of the
graph. So, there is no direct polynomial algorithm, buttioately, we are not
obliged to consider all the cycles in a graph.

Let us remember two definitions:

1. Afundamental cyclevith respect to a spanning tré&eof graphG consists of
a non-tree edgeau(v) and a path im betweeru andv.

2. A fundamental set of cyclasith respect to a spanning trée of graphG
consists of all fundamental cycles with respecttof G.

A fundamental set of cycles is a very important construcsioge it is a basis of
all cycles of a graph: we can consider a cycle as a vectordimensions|E| = m,
wherekE is a set of arcs) with 0 or 1 as components, 1 if a cycle contzinge-
sponding edge and 0 otherwise. Tleoperation can be easily defined as addition
modulo 2 (see [SR61]).

Therefore, every cycle in a graph can be obtained as a sunmef 8mdamen-
tal cycles with respect to a depth-first search tree, so, ituteall cycles from a
fundamental set, all cycles in a graph are cut automatically

But the size of a basis is linear in number of edges. Moredversize of a basis
is equal to cyclomatic number of graph, so, we can transfblerVS problem to
our initial problem in polynomial time, that proves NP-cdetpness. O

Thus, the minimization ofM| is NP-complete. Moreover, Feige in [Fei98] has
proved a very strong result showing that for every 0O there is no polynomial-
time algorithm that can approximate the task within{%) log|V| unlessNP C
DT IME [no(eglealV) |

However, there are some good news for us: such a simple tie@ssa greedy
algorithm (Algorithm 2) has a good bound.
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G=(SUV.E;M=0
while E # 0 do
Selects € S with the maximum number of adjacent edges
M =MUls}
Remove fronG swith all adjacent vertices and edges
end while

Algorithm 2: The greedy algorithm approximating the set cover problem.

Lemma 4.3.2.The greedy algorithm finds a solution with at mq}cptc(log c'ip't + 1)

vertices, whered; is a number of vertices in optimal solution. So, itis aha@|V|)
approximation — or better if; is large.

Proof. Let us denote the initial number of vertic®4 asn. Since the optimal solu-
tion usesc,,; vertices, there must be some set that covers at Iegﬁtfeaction of
the vertices. Therefore, after the first iteration of theoathm, there are at most
n- (1 - C.%m) vertices left. The optimal solution for the task at the secstep could
not be greater thag,, since the initial optimal solution satisfies the new task. A
ter the second step, there are at nm(sl - C_%pt)z vertices left, etc. Aftec,; rounds,

there are at most - (1 — i)%pt < n- 1 vertex nodes left. AftecyyIn C.%pt rounds

Copt
there are at mosy,,; points left. Thus, the number of iterations the algorithradse
is 1t(n) = Copt + It (g) = O(Copt - INN). m|

This algorithm gives a good illustration offesiency of the greedy search, how-
ever, to use it in the real life, the algorithm is to be imprmbvEirst of all, it misses
a stopping condition. The algorithm produces a set of viemtsavhich covers all
given mesh. Often last iterations of the algorithm produeg/points which almost
do not bring new information. In real life we seldom need h& tovering set.
Thus, a stopping condition, a threshold is to be defined.

The main step of the algorithm is the next point to be improv&tleach step
the algorithm selects a viewpoint with the maximum numbeadjhcent edges in
the visibility graph. In fact, it means that the algorithmmealers a viewpoint to be
good, if it gives a high number of visible faces. Howeverhia previous chapter we
have introduced the group of high-level methods of viewpqumlity estimation.
Thus, it is reasonable to use equation (3.5) instead of thebeuof visible faces.

Algorithm 3 shows the improved version of the algorithm 2. rslstrictly: let
us suppose that two sets are given for a scene: a set of Faee%fi, 1<i< nf}
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and a set of verticeg = {v,-, 1<j< nv}. The scene disjunction into a set of objects
Ny,

is supplied:Q = {w,1<k<n,},V = Jw,k # | = wow = 0. For each
k=1

viewpoints of the discrete sphei®@ the set of visible vertice¥(s) C V is given.

Q:{wk,lﬁks n, V= Cja)i;s;‘['
k=1

M=20
while '((“Sf') <tdo

Selectse S suchad(M {s}) = m%xl(M U{s}H

S€E

M= MU{s}

end while

Algorithm 3: The algorithm of automatic camera placement.

Let us denote the curvature in a vertex V asC(v) and the total curvature of
a meshV; Cc V asC(Vy) = > C(v). We suppose that all objects §& have non-

veVy

zero curvatures. In addition to equation 3.5, let us intoedine quality of a set of
viewpoints:

Pot1
I(S1€8) = ) a(w) -~ =05,
WEQ S1w
whereds, , = VS0 v(s)) = U V(s). Since the camera remains outside the

scene and always points to the center of the sphere, thererisad to define the
view angle.

Now let us define a stopping condition: having given a thr&bae 7 < 1, one
should find a set of viewpointsl, C S such aél((lsg > 7. At the beginningV, =
each step of the algorithm adds to the set the best viewpa@ntl (M;_, (s ) =

ngE%XI(Mi—].U }), Mi = Mi_1 U(s

4.3.2 Camera placement examples

Now let us present several images illustrating the task ofera placement. Two
well-known models will be shown here: the Utah teapot (figi/® and the Stan-
ford dragon (figure 4.6). The third model (figure 4.7) is veopd for testing explo-
ration techniques. It represents six objects embeddedciwits on the sphere, and
the explorer should not miss them. The views are selected)uke algorithm 3.
The images are sorted in descending order of amount of irdfbomthey give. No
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additional information is provided, so, the bounding baesiare taken as the im-
portance functiom(w) andp,, = 0.1Yw € Q.

Z
e zZ
X
X
Y

(a) First iteration (the best view- (b) Second iteration: 43% of sur-
point): 40% of vertices are visible, face is uncovered
60% of surface is uncovered

Z
X
Y

(c) Third iteration: 25% of surface (d) Fourth iteration: 7% of surface
is uncovered is uncovered

Z
Y
X

Figure 4.5: All vertices of the Utah teapot model are visiintan 6 points of view,
4 points cover more than 93% of surface.
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A

(a) Firstiteration (the best viewpoint): (b) Second iteration: 37% of surface
38% of vertices are visible, 62% of is uncovered
surface is uncovered

Y

(c) Third iteration: 15% of surface is (d) Fourth iteration: 5% of surface is
uncovered uncovered

Figure 4.6: All vertices of the Stanford dragon model aréblésfrom 8 points of
view, 4 points cover more than 95% of surface.

. x. ‘ .
X

X
z 2 z

(@) First iteration(b) Second iterationic) Third iteration:(d) Fourth iteration:
(the best viewpoint)52% of surface is un24% of surface is un8% of surface is un-
71% of surface igovered covered covered

uncovered

Figure 4.7: This model is very good for testing exploratiechniques, it represents
six objects imposed into holes on the sphere, and the ex@bosild not miss them.
13 points of view, found by the algorithm, show all the suefac the object.
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For the Utah teapot model the algorithm produces only 6 viemip even if we
demand to observe all the surface (the stopping conditier). First 4 iterations
of the algorithm cover more than 93% of surface.

All vertices of the Stanford dragon model are visible fromdnps of view, 4
points cover more than 95% of surface.

The sphere with embedded objects is a good illustration Wwhystopping con-
dition is to be introduced in the algorithm of the camera ptaent. 13 points of
view are necessary to observe all the surface of the modekvean the first four
iterations show more than 92% of the surface.

Figure 4.8 shows the amount of acquired information in ddpane on the
number of algorithm steps. It is interesting that for a sergaiene consisting of one
object even 4 points could show almost all its surface.

=== — N
0.91 - \ Teapot

0.8 L
074 _.—" \ Dragon
0.64 N
0.5 '\ Sphere
0.4 '

031 \ Average
0.2+

0.1+

0 T T T T T 1
1 2 3 4 5 6 7

Figure 4.8: The amount of acquired information in dependericiumber of view-
points selected by greedy search for the Utah teapot modeléfi.5), the sphere
with embedded objects (figure 4.7) and the Stanford dragguréi4.6).
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4.4 Dynamic understanding — making a movie

4.4.1 The criteria

A set ofimages is a good way to represent a not very complaes®&ut sometimes
it is not very easy to understand a scene if a set of viewpalaes not have a
knowledge on how one can walk from one point to another. Il sucase, the best
solution is to give the user the ability to view a film made byidual camera, a

film that gives the user a general knowledge of a scene.

The goal of this section is to develop a technique for a riead-global explo-
ration. Moreover, we would like to develop a method to crdiites in real time
with camera remaining outside the virtual world.

First of all, aesthetic criteria of the film quality must bdided:

1. The movie should not be very long, but it must show as mufdinmation as
possible.

2. The operator (or an algorithm, if the movie is to be createtbmatically)
should avoid fast returns to already visited points.

3. The camera path must be as smooth as possible, becausendtfilonusque
direction changes is confusing for the user.

4. The operator should try to guide the camera via viewp@atgood as possi-
ble.

4.4.2 Incremental exploration
Algorithm

Here we propose an incremental construction method. The idea is to deter-
mine where lie unexplored areas of a scene, then to creaigriets!’ in these areas.
The camera is to be considered as a “magnet” of oppositeigolsiagnetic forces
of large unexplored areas will attract the camera. In ordeimplify the computa-
tions we use gravitational forces instead of magnetic ones.
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The method is incremental, thus, having a trajectory linenfthe starting point
to the current position of a camera, the camera is to be puskedds unexplored
areas. The aesthetic criteria could be satisfied with tHevimig schema of explo-
ration: at each step a mass is assigned to each point of thetdisphere and to
the current position of the camera. Then the camera poinitisqder the Newton’s
law of gravity. The superposition of the gravitational fesdor the camera point is
considered as the vector of movement.

Let us introduce a notation for the set of visible verticeshwespect to the
viewpointp: V(p) = {v € V|vis visible fromp}. P& = {po, p1, ..., p«} is the set of

k
viewpoints (the camera trajectory), the set of exploretices isV (Pg) = _L_)OV(pi).

Exploration is started from the best viewpomy where the measure of viewpoint
guality is expressed by equation (3.4).

Now, a new viewpoin{y,; is to be appended to the trajectd?y. Let us con-
sider the poinfpy, where camera stays. Since the camera cannot leave theesurfa
of the sphere, the movement factors are represented byrséygitng in the tangent
plane to the sphere in the poipt If a masanis assigned to the poim, then in the
tangent plane a force with the nontg(To)ll = W appears. The direction g(*p)
is the direction fromp to p. It can be determined by taking the intersection line of
the tangent plane and the plane, where the prad) of the sphere lies. Figure 4.9

shows an example of gravitational forces.

Figure 4.9: The black points indicate endpoints of the gatizinal forces. They
lie on the plane, tangent to the end of the trajectory. Naaé ttie camera will not
return to the visited areas since the forces in these diextre equal to zero.
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Now the mass determination method is to be defined. In ordetttact the
camera to unexplored areas, we pose the following conditivare a viewpoint
brings a new information, greater is its mass. Let us intcedufunction evaluating
the mass of the viewpoirt € S with respect to the camera trajecthPS/(of course,
we suppose that(p) # 0):

_ N Go)

m(p) = VoI 1(p),

where:

1. I(p) is computed according to equation (3.4)

2. N (pl P'g,) =V(p)\ (V(p) NV (Pg)) is the set of new vertices discovered from
the viewpointp.

Thus,‘N (p|P('§)' is the amount of the new information brought by the pgint
with respect to the trajecton%. Multiplier I(p) forces the “operator” to guide the
trajectory via good viewpoints. Algorithm 4 expresses ttigesne.

Input: The set of vertice¥, the discrete sphel®, the camera step size
Output: The exploration trajectori
K« 0; P« {po}: I(pg) = m%xl(s)
Se
while V \ V(P¥) # 0 do
de— > 90
seS\{pk)
- - . L
G = - }
find py,1 € S closest topy, + dk
PE™ — P§ Ut prea)
k—k+1
end while
Algorithm 4: The incremental algorithm computing the trajectory of tlrtual
camera.

It is obvious that the camera tries to move as quickly as ptest large uncov-
ered areas, and does not return to visited areas, becausasdsa(p) of a visited
point p is zero. Also, the camera does not have any brusque trajechanges
except in the case, where the camera finds a very interedbtiegtcsuddenly. For
example, as soon as the camera sees the interior of a buildimggh a window, a



4.4. Dynamic understanding — making a movie 55

(a) The sharp edge in trajectory (b) The smooth trajectory

Figure 4.10: (a) The interesting object appeared suddenly and the big tdtrac
disappeared. So, the camera wants to see another intgrebject immediately.
(b) Introducing the inertia factor a smooth trajectory is oféai.

big attractor disappears. So, the camera moves to see anott@/ered area. Fig-
ure 4.10(a) shows an example of such a situation. If an aé&ttor is introduced,
then the trajectory becomes smoother (Figure 4.10(b)).eNtdftuence the inertia
has on the trajectory, smoother path is obtained.

The simplest way to introduce the “inertia” is to take intacagnt previous
direction of move while computing the next one. For examalgorithm 4 at step
k defines camera moving directiol as follows:

c

> o9

seS\{pk}

de= ) G

seS\{p«}

To introduce the inertia the step could be redefined:

- = C -
d= > o ——+6-d,
seS\{p«} Z g(_)s)

seS\{p«}

whereg; is the inertance constant.

Thus, we have shown that the trajectory computed with thegeed method
passes through the good viewpoints, it is rather short, ésdwot quickly return
to the visited areas and it does not contain any sharp edgel the ariteria are
satisfied.
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Once one have seen all the scene, what next?

Sometimes it is not dticient to view an object once, for example, if the user has
passed some parts of the scene quickly, he (she), probadlpotl understand it
properly. So, it is better to show the parts of the scene aktieres. The method
could be easily adapted to this task. If it is possible tod#dt parts already seen a
long time ago, there will be always some regions of the olifgekplore.

The “forgetting” could be done in ffierent manners, the simplest one is to de-
termine the “size of memory”, the timeg during which the algorithm keeps in mind
a visited vertex. Then the amount of new information broughthe pointpy,; is:

N (pk+1|P(|§) = V(Pxs1) \ (V(pk+1) ﬂ \% (Plr%axG(—L,O))) :

A bit more sophisticated method keeps in mind not a binargrmation about
was a vertex visited, or not, but about the time of the last.vislore precisely,
having a trajectory??, we define the tim@ of a vertexv € V visit as follows:

T (V|P(|§) _ { maxilv € V(p)} i.f ve V(P('g)
-1 if v V(P)

Thenm(p) is transformed to

(p) = > (k=T (vPK)) - 1(p)
veV
and a vertex not visited during a long time attracts the camath more and more
power until the camera sees it.

Trajectory dithering or how to avoid local minimums of energy

Another situation deserves special attention: sometigrasjating gravity laws on
high symmetry objects, two opposite factors will annulatereother. For example,
let us look at figure 4.11. The model is shown from the stamip@he best view-

point). A big attractor (a large uncovered area) is situateithe opposite point of
the viewpoint sphere.

The camera passes below the model, despite that a trajgessyng “equator”
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Figure 4.11: Trajectory computed without dithering. Theagas represent 4ftkr-
ent snapshots from the movie.

(supposing that a point above head is the “north pole”) isemiateresting. Due to
high symmetry of the object the “western” and the “easteraispheres attract
the camera equally. The opposite factors annulate eachamhdehe camera passes
near the “south pole”.

To avoid this &ect we propose to slightly dither the calculated trajectorg see
if we can obtain more interesting results. Figure 4.12 shamvglustration for the
technique. Starting from the best view we slightly shakeehe of the trajectory,
and this allows to avoid local minimums of the gravity forc&se result, obtained
by applying the method, can be found at figure 4.13.
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Figure 4.12: Every time we have calculated a trajectoryisectve shall slightly
dither it and see if we can obtain a better line. Here theahitajectory is shown
by solid line, curves obtained by dithering are drawn by éddmes and the best is
marked thick.

Figure 4.13: Trajectory computed applying dithering teghe. The images repre-
sent 4 diferent snapshots from the movie.
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Examples of trajectories

This section presents several exploration trajectoriespcted for diferent 3D
scenes.

Figure 4.14 shows a trajectory obtained with the “grawtal” method of
global scene exploration. The images are the snapshots takesequently from
the “movie”, the first one corresponds to the start of the mues, i.e., to the best
viewpoint. Let us compare it with the trajectory, shown atifgy2.6. It is presented
in [PSF04] article and is computed with the method introduicg BDP99].

The trajectories are smooth and they have approximativedysame length.
However, it is easy to see that the new method gives a bettier pgure 2.6 shows
that the camera passes under the floor of the virttiadeg and during this time the
user does not see the scene. The new trajectory is free afifaidvantage.

The next example of the new method application is shown atdigul5. This
model is very good for testing exploration techniques, iresents six objects im-
posed into holes on the sphere, and the explorer should ssttirem.

None of the previously proposed methods can properly obgsars model. All
of them, having found an embedded object, are confused iosihg the next direc-
tion of movement. This happens because of missing infoonatbout unexplored
areas. On the contrary, the new method operates with thgtenakibility graph,
which allows to determine where some unexplored areas rest.

The exploration trajectory for the Utah Teapot is shown atrbgd.16.

Additional examples of trajectories (including protratteajectories) can be
found in appendix A.
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Figure 4.14: The exploration trajectory for the virtuagfice model computed
with the new method. The images are the snapshots takenquergéy from the
“movie”, the first one corresponds to the start of the mover(tbe best viewpoint).
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Figure 4.15: The exploration trajectory for the sphere sithembedded objects.
The images are the snapshots taken consequently from th@eimthe first one
corresponds to the start of the movement (the best viewpoint
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Figure 4.16: The exploration trajectory for the Utah teapotel. The trajectory
is computed by the incremental method using the viewpoittbpg as the quality
heuristic. Images are taken consequently from the “movie first one is the best

viewpoint.
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4.4.3 Non-incremental exploration

Now let us remember the algorithm of automatic camera plac¢érfrom sec-
tion 4.3. The main idea of the non-incremental algorithm»gfleration is to con-
nect the set of viewpoints with a trajectory.

Thus, the question is: if the camera has to move from one wewpo an-
other, what path on the sphere is to be chosen? A naive answ@iconnect the
viewpoints with a geodesic line, the shortest one. Thisgkes the camera from
brusque changes of trajectory during traversal from onetgoianother and gives
the shortest solution, but acute angles still could appeaontrol points of trajec-
tory. Such connection does not guarantee that the pathstsidigood viewpoints.
This drawback is serious, and, in order to avoid it, we haviettoduce additional
costs and discounts.

Algorithm

The main idea is to make the distances vary inversely to teepoint qualities.

It means the augmentation of path’s length if it contains bi@evpoints and the
reduction of the length otherwise. For example, it can beedanthe following
way: if two verticess; ands, are adjacent in a sphere tessellation, then the new
distance betweesg, ands, is calculated with the formula:

ds.s, = IS — Sl - C4(S1, ), (4.1)

where||s; — S|l is the Euclidean distance between poisitainds, andcy(s:, ) =

I(Sl)+|(52) H 1 Tt 1 e
1- Znaa(9 is the discount that forces the camera to pass via “good” poémis.

This empiric formula augments distances near “bad” viewigoand reduces
near “good” ones. Figures 4.17 and 4.18 illustrate the re&santroduce the dis-
countcq. It is easy to see that the camera trajectory presented ae fga8(b)
brings to the user more information than the shortest oneréig.18(a)).

Now, having defined the metric and having found the set of pants, we
would like to determine a trajectory of the camera. It is natchto construct a
complete graph of distanc&= (M, E), where the weight of an arey(, ) € E is
equal to the metric between the viewpoiatsandv, (equation (4.1)).
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Figure 4.17: The reason to change the metric. The circle®sept viewpoints:

larger circles denote better viewpoints. The solid linevehthe geodesic line be-
tween viewpoints A and B, the dashed line shows the shortéstggaording to the

new metric. It is clear that sometimes it would be better taase the length of
the walk-trough in order to better inspect certain places.

2SN > \
FAVAVAVANBYASAVNN % } Cﬁ\\
V'VVA,"I:A‘\;@S%A A s, N
AVAVANAYAVAVA
9 OV S VAV
SR ATSIAARS
2K

(a) Shortest line connecting two viewpointgh) Shortest line with respect to the viewpoint
qualities.

Figure 4.18: The trajectories between two selected pointthe surface of the
surrounding sphere.
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Now the trajectory could be computed as the shortest Hammltopath (or cir-
cuit, if we would like to return the camera to initial pointl.he problem is also
known as thetravelling salesman problerTSP). Unfortunately, the TSP prob-
lem is NP-complete even if we require that the cost functimiisBes the triangle
inequality. But there exist good approximation algorithrassblve the problem.
Moreover, ofteriM] is rather small, and the problem in such a case could be solved
even by the brute-force algorithm in real-time.

Examples of trajectories

Figures 4.16 and 4.19 show camera trajectories for the @tgtot model. The first
one is obtained by applying the incremental technique viighviewpoint entropy
as the quality heuristic, and the second one is obtained bymeyemental method.
Both of them show 100% of the surface of the teapot model. Themethod could
give brusque changes of the trajectory, and the old oneesdiréhis disadvantage.
A simple way to smooth the trajectory is to construct a NURBS/eurControl
points for the curve are to be taken from the approximatiothefminimal set of
viewpoints, and its order is to be defined by solving the TSR.tdhe new tech-
nigue gives significantly shorter trajectories, and thigaalage is very important.

One more example of the new method application is shown at=figi20. As
we have already said above, this model is very good for eaptor technique tests,
it represents six objects imposed into the sphere with halesthe explorer should
not miss them. Compare it with the trajectory shown at figui® 4The trajectories
are quite similar, but the new one is shorter almost two tithes the old one.
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Figure 4.19: The exploration trajectory for the Utah teampoidel, obtained with
the new technique. Images are taken consequently from tbgi&h Black knots
are the control points of the trajectory, i.e. an approxiaraof the minimal set of
viewpoints stficient to see all the surface of the teapot model.
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Figure 4.20: The exploration trajectory for the sphere siheral embedded ob-
jects. Images are taken consequently from the “movie” Kkaots are the control
points of the trajectory.
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4.5 Conclusion

In this chapter several approaches of virtual worlds exion are described and
discussed. In the beginning we have presented an apprexmethod that finds a
minimal set of viewpoints dticient to see all the scene. Then we show a very rapid
method of viewpoint quality estimation.

Several methods of virtual “film making” (automatic scenelexation) are in-
troduced too. The proposed techniques allow to get a googmnsion of a
single virtual artefact or a general comprehension of aescen

Note also that previously we have fixed gfiine exploration of a virtual world
as our purpose, but in the majority of cases the techniqueppped in this chapter
may work inreal-time



Chapter 5

Local exploration

5.1 Introduction

The previous chapter is dedicated to global scene expborédichniques. It is very
helpful to give the user a general knowledge on a scene, hot gfficient in cases,
where it is necessary to explore some parts of a scene in.détaihis chapter
we propose methods to automatically explore indoor scenlesir objective is to
navigate through the virtual environment to progressiaipw all the available
information to the user.

A set of “photos” of a virtual world often gives a good knowdgdof its struc-
ture. Section 5.2 describes a method of automatic camecamlent for indoor
scenes. When the photos are not elucidative, a dynamic methexiploration,
proposed in section 5.3, could be used. It uses the set otdphas the control set
and creates walk-throughs simulating human paths. Thiggation 5.3 the camera
is restricted to be at a constant height from the floor. Rha#ction 5.4 introduces
a technique of exploration, where the camera can freelyga#in 3D space.

5.2 Automatic camera placement

As we have said before, in this section the camera is suppodes at a constant
height from the floor to simulate a human path. The methodsl@sgned for en-
vironments with flat (or almost flat) terrains. In case whea @ihound is strongly

69



70 Chapter 5. Local exploration

deformed, the scene could be decomposed. In order to rede@tount of com-
putations, the set of viewpoints is discretized.

In section 4.2 we have introduced a fast algorithm for vigjbcomputations.
It can be easily adapted to calculate the visibility graphafio indoor scene. In the
adaptation of the algorithm the set of viewpoints is congdes a display to draw
scene triangles. The algorithm iterates through eachweftéhe scene and finds
all pixels of the plane which are visible from the given vert€igure 5.1 gives an
illustration.

Figure 5.1: The solid bottom plane is the ground plane, thterezed one represents
a set of viewpoints to be processed. The church spire isleiBiom gray pixels and
is not visible from the black ones.

Having the viewpoint quality criterion (equation (3.5))kthe fast algorithm for
visibility computations, we are ready to choose good vieWse “photos” should
be as good as possible (provide as much information as pesaitd the number
of photos should not be very great. These criteria are satigfith a greedy search
scheme. Let us give a more strict formulation.

Let us suppose that there is a scene, i.e., that two sets\eme @i set of faces
F= {fi, 1<ic< nf} and a set of verticeg = {vj, 1<)< nv}. The scene disjunction
Ny,
into a set of objects is provided® = {wy,1<k<n,},V = JUw, k #I| =
k=1
w N wk = 0. A set of viewpointsS is provided, a bipartite analytic visibility graph
G =(SUV,E)is computed.

Nobody has eyes in the back of his head, so, the angle of vielnaaview
direction should be provided with a viewpoint in order to gephotograph. In
order to simplify calculations, we use a $2tof predefined view directions (refer
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Figure 5.2: 65 predefined directions of view.

to figure 5.2 for illustration). The sé consists of 65 vectors with the start points
in the origin and the endpoints lying in the unit hemisphere.

Thus, a set of photos is determined by the view angh&d a set of pairs, d},
se S, d € D. Let us introduce the notation of a vector: if there is a pginthen
p is the vector from the origin tp. The vertexv € V is visible from the viewpoint
sin the view directiond, if the arc §,v) exists in the grapls and the vecto? — §
stays in the cone with the axitand the angler:

N R

V. ({s,d}) = {v e V|(s,v) € E,cos— < m}

|- v - 8

Let us denote the curvature in a vertex V asC(v) and the total curvature
of a meshv; C V asC(Vy) = ), C(v). We suppose that all the objectstnhave

veVy
non-zero curvatures. In addition to equation (3.5), letioduce the quality of a

set of viewpoints:
B Po+1
.(XCS®D)= Z q(w) - p+—0a,x,w’

wel w Qa,X,w

whereb, x., = W Ve(X) = UXVQ(X)-
Xe

A set of viewpoints, giving a good representation of a sceaeld be obtained
by a greedy search. The greediness means choosing a bepbiieat each step
of the algorithm. More strictly: having given a thresholg& G < 1, one should find
a set of viewpointdMy € S ® D such as,% > 7. At the beginningMy = 0, each
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stepi of the algorithm adds to the set the best vieyd). M = M;_; U {(s, d)}:
Lo (Mi- [ (s, d)3) = maxt (s [_Jix).

Figure 5.3 shows a set of “photos” of a virtual town model mbhge¢he algo-
rithm. A map of the town is shown at figure 5.4. The viewpoints iadicated on
the map too.

In this scene each building represents a single object. mpertance contribu-
tion q(w) is taken equal to 10 for the churches and the chapels, arad eqifor the
ordinary buildings. Predictability parametey is equal to 1 for the churches and
chapels and equal to 0.1 for other buildings. The stoppinglition = was taken
equal to 0.95 and the view angle is equafto

5.3 Creating a walk-through

5.3.1 Asingle trajectory

A set of images is a good way to represent a simple scene. Butsgoes it is not
very easy to understand a scene if the set of viewpoints duesipply information
on how one can walk from one point to another. Refer to figuréds.an example.
The scene is not complex, but the set of photos confuses éhelnsuch a case, the
best solution is to give the user the ability to view a film maglea virtual camera,
a film that gives the user a general knowledge of a scene.

The goal of this section is to develop a local exploratiormiegue. We would
like to develop a method to create films in real time with theneea remaining
inside the virtual world.

Let us remember the aesthetic criteria of the film qualityclhie defined in
section 4.4.1:

1. The movie should not be very long, but it must show as mufdrnmation as
possible.

2. The operator (or an algorithm, if the movie is to be createtbmatically)
should avoid fast returns to already visited points.
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Figure 5.3: The figure shows eight views in the order they veeected by the
greedy search algorithm. Refer to figure 5.4 for a map of theafitown.
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Figure 5.4: The virtual town map. The dark dots represens#ief viewpoints.
Black triangles indicate eight points and directions of viesiected by the greedy
search algorithm. The viewpoints are numbered in the ofusr were selected by
the greedy search algorithm. Refer to figure 5.3 for the “péioto

3. The camera path must be as smooth as possible, becausenétfiilotusque
direction changes is confusing for the user.

4. The operator should try to guide the camera via as goodpdaaus as possi-
ble.

In addition to these criteria there is also the problencafision detection— the
camera should not pass through objects.

The last condition could be satisfied with the following stiaeof exploration:
an analytic visibility graptG = (S, E) is to be calculated, where an as;,(s;) € E
if and only if s, € S is visible froms, € S (there are no obstacles between the
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viewpoints). Then the weight function(e) : E — R* is to be specified for each
arc of E. For example, the Euclidean distance could be considersdcisa weight
function. Then if there are two arbitrary viewpoirdsandb and there is a linked
component of the graph which contains batandb, the shortest path between the
viewpoints can be found using the Dijkstra’s algorithm. fieheill be no collision
between the broken line (the shortest p&h) (a = p1, p2, ..., pn = b) and objects
of the scene, due to consequent visibility between views@nandpi,, 1 <i <
n-1.

The graphG can be quickly computed using a slight adaptation of algorit..
The visibility is to be computed between two viewpoints @zst of visibility be-
tween viewpoints and vertices of a scene. All triangles taanot intersect the
viewpoint plane are to be eliminated. The rest is to be ptegkas it is shown at
figure 5.5. The total running time of the algorithm@¢{n; - n¥’?) operations in the
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Figure 5.5: The rasterized plane represents a set of viegia be processed. The
dark triangles are eliminated due Zecoordinates. The viewpoint marked by the
black circle is visible from white pixels and is not visibl®m the gray ones.

There is no need to calculate the visibility between all paf viewpoints.
In order to increase performance, it is better to define ausadand to calculate
for each viewpoints € S the visibility between it and its neighbour§(s,r) =
{s €S\ {s}:||§ -3l <r}. Insuch a case, the method is less sensible to perturba-
tions in the set of viewpoints.

Now we can choose paths with respect to obstacles. The nestiqo is: if
there are two viewpoints and the camera has to move from oardther, which
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path is to be chosen? A naive answer is to connect the viewgowith the shortest
path (v(e) : E — R* is the Euclidean distance). But it does not guarantee that the
path consists of good viewpoints. This drawback is seriand, in order to avoid

it, we have to introduce additional costs and discounts.

Let us suppose that there are two views @,) and (,,d,), where each one
is visible from the other: §,s,) € E. Note that we do not consider the view
directionsd; andd, in this definition. We just suppose that there are no obstacle
between points; ands,.

Let us consider factors influencing the quality of a film. Wesose that the
resulting weight function is the superposition oftdrent costs and discounts. First
of all, the “operator” (or an algorithm) should take into aaat the cost of moving
the camera from one point to another:

Cm ((S1,d1), (S2, b)) = IS — 1]l

The cost of turning the camera is to be considered also:

d—) ‘ d—)
Ct ((Sla dl)a (827 dZ)) = al’CCOS%
lldlal - ldll

”

Now let us introduce the discoun, that forces the camera to pass via “good
viewpoints. The following empiric formula augments dis@eaent costs between
“bad” viewpoints and reduces near “good” ones.

lo(S1, 1) + 1o(S2, dz).

2 maxl,(X
xeSeD a( )

Cq ((S1,01), (S2, d)) = 1 -

Figure 5.6 shows an illustration for the costs. There areetltiiferent paths
from the left viewpoint to the right one. Paths 1 and 3 havestlime length and
their intermediate points show equal information (the chus symmetric). But
one can conclude that 3 is worse, because it requires nfforesefor camera turns.
Path 2 is shorter than 1, but in spite of this 1 is better, beeais intermediate
viewpoint shows the church entirely, while only a small pafrthe wall is visible
from the intermediate viewpoint of path 2. Thus, the firshgatthe best one.

Thus, the weight function for an arc between two viewpoiotsld be expressed
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Figure 5.6: Three dierent paths from the left viewpoint to the right one are shown
in dashed lines. Paths 1 and 3 have the same length, but 3 $& waogcause it
requires moreféorts for camera turns. Path 2 is shorter than 1, but in spitei®fl

is better, because its intermediate viewpoint shows thecthentirely, while only

a small part of the wall is visible from the intermediate viint of path 2.

as follows:

W((s1, th), (2. )) = @m- Cm((S2,da), (2, 02)) +
at - G ((S1, h), (52, o)) +

@q - Cq((s1,01), (S2,02)),

+

—+

wherean, a; andeq are the cofficients of relative importance of theffiérent costs.
For example, if the wage of viewpoint quality is more impattghan the cost of
camera displacementy is to be chosen greater thap. Having defined the weight
function, a trajectory between two views is to be obtainedhgyDijkstra’s algo-

rithm.

Now let us remember the set of “photos” from the previousisactSo, one
has found the sd¥ly C S ® D of viewpoints, and the trajectory of the camera is to
be determined. We solve the problem by converting it to trevdlting Salesman
Problem (TSP). The control set of “photos” is the set of sitvisit. The travelling
costs between pairs of cities are to be determined as théhlenthe shortest paths
between them in the gragh.
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The resulting trajectory could be computed as the shortestiltbnian path
(or circuit, if we would like to return the camera to initiabjnt). Note that this
instance of TSP is natural and satisfies the triangle ind@gu@instraint. That is,
Cq breaks the triangle inequality in the gragh but the TSP instance satisfies it.
Indeed, the travelling costs are defined as lengthshoftestpaths inG, thus, for
any two citiesA andB there is no circuit shorter than the shortest path between
andB. Unfortunately, the TSP problem is NP-complete even if wpiie that the
cost function satisfies the triangle inequality. But theristegood approximation
algorithms to solve the problem. For example, Christofid¢€m76] has proposed
a constant-factor approximation algorithm which alwaysidim tour of length at
most 1.5 times the shortest tour.

9 g?\ 10

y.

Figure 5.7: The figure shows four additional “linking” viewipts added during
solving the TSP. Refer to figure 5.8 for a map of the virtual town

Figures 5.7 and 5.8 show the final exploration trajectorytiiar virtual town
we have already met. The viewpoint visiting order was deireeoh by the TSP
solution. Note also the solid black triangles which wereeatiduring the resolving
process of the problem. These triangles indicate additieavpoints to visit in
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Figure 5.8: The filled triangles indicate additional “linig” views, the dashed line
shows the final camera trajectory. The viewpoints are nuetbierorder they were
found. Refer to figures 5.3 and 5.7 for the “photos”.

order to avoid collisions with objects. Figure 5.7 shows'iteotos”. Note that the
additional viewpoints 11 and 12 make the archway accesdibiag traversal from
the point 4 to 7. When the additional viewpoints were found duedvisiting order
was determined, the trajectory is obtained by creating &m apterpolated spline
curve. The cost function, forces the trajectory to pass through good viewpoints,
the TSP solution gives short trajectory without quick ratuto visited areas. Thus,
all the aesthetic criteria are satisfied.

5.3.2 Splitting a trajectory

A solution of the TSP instance produces a trajectory whiaekietrses all control
views. But nothing forces us to producesiagletrajectory. Suppose, one should
observe a city. Cities contain a lot of touristic places, otieey are far from each
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other. And it is quite convenient to take a subway to reactsequently the sights
to be observed. Therefore, we may prodacetof walk-throughs. Let us note that
a photo is a degenerated walk-through, a trajectory of zsrgth.

One can remove long paths from the final trajectory, but itdserogical (and
less expensive) to split the initial instance of the TSPsTould be done in eierent
ways. The simplest one is to define a threshold value and tarelie all edges
longer than the threshold. Another way is to consider theetliag costs between
the control views as a random variable, and then to use a ohethgross error
detection. All long paths will be removed. Often it isfBcient to eliminate all
paths longer than the mean value plus the quadratic erréhéarandom variable.

Figure 5.9 shows the final set of exploration trajectoriesafeirtual town. The
problem was splitted into three TSP instances by removingg#ths longer than the
mean value plus the quadratic error.

Figure 5.9: The viewpoints 1-6 are found by the automaticararplacement algo-
rithm. The viewpoints 7-10 indicate additional “linkingfews. The dashed lines
show three camera trajectories. The viewpoints are nurdbarerder they were
found.
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5.4 Flying like a bird

The previous sections describe a method of creating watkitihs that simulate
human paths. In this section we show how the technique cauatibpted, in order
to obtain the camera freely navigating in 3D space.

Thus, in the previous sections the camera is restricted &1 Beonstant height
from the floor (figure 5.1). The rasterized plane in figure ®aresents a set of
viewpoints to be processed. If we would like to use all thrimesshsions, the view-
point set is to be extended. Figure 5.10 shows extended s&wgpoints. The set
of viewpoints is to be the set of plane layers, where the vamg fill all the scenic
volume. The visibility graph for each layer may be compute®{ s - n; - n,),
wherens is the number of viewpoints in the layer; is the number of faces in the
scene and, is the number of vertices in the scene. If thereldagers, then the task
of the visibility graph computing for all the set of viewptsrmay be performed as
independent tasks for each layer. Otherwords, if the saeafpoints is equidistant,
and there ar@ viewpoints in the set, then the computing timeﬂé\a/ﬁ- N - nv).
Unfortunately, in this case the algorithm is quite time aonsg in the visibility
computation phase. However, note that it is still bettent®én - n, - Z), the time
bound of the point-to-region computations, wh2tiie the resolution of the Z-l4ter.

Figure 5.10: The set of viewpoints is the set of plane lay&h& viewpoints fill all
the scenic volume.

Let us present the set of control views for the scene (figut&)5.The figure
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presents 6 control views in the order they were selected dygdimera placement
algorithm. Figures 5.12(a) and 5.12(b) show the resultiagttory generated from
the above controls views. The resulting trajectory is shivanm two points of view:
from the side 5.12(a) and from the top 5.12(b). The hiddehgfahe trajectory is
shown in the white dashed line. In order to improve the priegiem, we have drawn
in white dashed line the treasure chest and the sword (fr@&+e®f figure 5.11).
The full sequence of resulting control frames can be seepperdix B. Refer to
figures B.1, B.2 and B.3 to see 18 additional “linking” views adldering solving
the travelling salesman problem.

Note that neither the treasure chest, nor the sword arde/isitim the exterior
of the scene, but the camera, guided by our method, easily tiein!

Figure 5.11: The set of 6 control views. The images are ptedan the order they
were selected by the camera placement algorithm.
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(b)

Figure 5.12: The resulting trajectory is shown from two peiaf view: from the
side(a) and from the toggb). The hidden part of the trajectory is shown in the white
dashed line. In order to improve the presentation, we haaemby white dashed
line the treasure chest and the sword (refer to frames 3—§wkfi5.11).



84 Chapter 5. Local exploration

5.5 Textures

Up to this moment we discarded all information other thameageometry. How-
ever, textures may bring a lot of information to the user. &ample, an exibition
hall may be modelled as a simple cube with paintings appkdaéxures. In such a
case the above methods will fail in exploration. Fortunatitlere are simple ways
to take into account textures. The general idea is to tramstioe information stored
in imagesto geometnthat the above techniques can handle.

Figure 5.13 shows an example. A very simple wall in a stres$way, textured
by grdfiti, can be transformed to a mesh without textures. The doofadrsplace-
ment mapping is well studied and there are displacementadstlupported by
majority of GPUs.

Thus, having transformed images into meshes, the meth@tené exploration
we propose show better results. Figure 5.14 shows a trayacta passway. While
trajectory 5.14(a) skips the dfdi, trajectory 5.14(b) does not forget to show it.

However, some problems appear in the transformations.»@mple, a texture
of asphalt will produce tons of small triangles. First of &@lincreases scene com-
plexity, and, on the other hand, the produced mesh will hayle ¢urvature values.
One solution is to use mesh saliency measure [LVJO05] ingiEatkan curvature in
viewpoint quality estimations. Since saliency negatesaggd textures, the method
based on saliency will select good viewpoints better thamtbthod based on mean
curvature.

However, the problem of complexity is more important thae groblem of
repeated textures. The solution is to apply filters to tedurefore displacement
mapping. First of all, it is neccessary to apply filters torgfiate noise and then
edge detection filters help to reduce size of produced meshes
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(b)

Figure 5.13: Transformation of textures into geomeg(a). The original wall con-
tains 8 triangles and 1 texturéb) The transformed wall contains 1504 triangles
and no textures.

(@) (b)

Figure 5.14: Two dierent trajectories for the same passway. Small arrowsatelic
camera directionga) Only original scene geometry is taken into acco(n}.After
transforming textures into geometry.
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5.6 Speed-up

Unfortunately, the proposed techniques of local sceneseafdbn may be time con-
suming for complex scenes. The visibility graph computihgg®e is the most ex-
pensive task. How could we speed up the calculations?

The most logical answer is to simplify the scene. The dombsatene simplifi-
cation is well studied. Refer to figure 5.15 for an example. fiduere shows a glove
model and its simplification. As we can see, the simplifiecsizar contains about
50% of its original size. Thus, the visibility computaticoutine will require about
4 times less memory and time. Our tests show that the viewpaatlity estimation
routine produces equal results for models and their siredlifersions.

However, if we are afraid to loose the accuracy, then hybridgutations may
be used. Remember that we use the visibility of vertices toprdenviewpoint
gualities. In order to get cheaper, but still accurate tesahe could take the origi-
nal set of vertices and the set of faces from the simplificat®efer to figure 5.15
for an example. One can take the set of vertices from theraigiersion of the
glove (figure 5.15(a)). The set of faces, or the set of occhiteto be taken from
the simplification (figure 5.15(b)). Since the topology atihdoes not change in
the simplification process, the shape of the occluders doeshange neither. So,
the accuracy of the visibility computations will not bexcted by the simplification
process.

The next point to optimize is the shape of the viewpoint séte iost simple

@) (b)

Figure 5.15: A glove and its simplificatiorfa) The original contains 478 vertices
and 943 facegqb) The simplified version 260 vertices and 503 faces.
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way is to make it equidistant, when all viewpoints form a leggrid. However,
it forces to make excessive calculations. Refer to figure B8 viewpoints are
placed uniformly, but it is useless to make the grid so demsied upper left corner,
since it is empty.

Often there is given some scene division into a set of ohjdctas, the solution
is to start with some density of the grid and to make the gridendense around
objects of the scene. Figure 5.10 illustrates the technitjug easy to see that the
viewpoint set is not crowded in the “street”, but becomes Immore dense in the
bounding box of the tower.

Fortunately, the visibility computations phase is to beéqened only once, and
then the visibility graph is to be used in multiple explooats without recomputing.

5.7 Conclusion

In this chapter a non-incremental method of local sceneoceapbn is demon-
strated. It allows a camera to navigate inside a model uragtnof interesting
reachable places are visited. In distinction from [VS03r@4, it guarantees that
all interesting places in a scene will be observed. Resuttdymed by the method
satisfy the aesthetic criteria defined in section 4.4.1. fEeAniques, presented in
this chapter, may be easily generalized in order to be usgldlbal exploration too.






Chapter 6

Semantic distance

6.1 Introduction

As we have mentioned above, Computer Graphi@essifrom weak representation
of 3D data. It would be very helpful if a semantic 3D model ebioé used instead of
structureless collection of polygons. Let us consider amgxe, refer to figure 6.1.

Figure 6.1(a) shows a scene with two churches. There are thamually fixed
viewpoints. The dashed line is the trajectory, obtainedh®ydabove method of
indoor exploration. The exploration is started at the vieiupl. It is easy to see
that the camera turns aside from the big church in the viemigband then reverts
back again. The trajectory is very short and smooth, butthieation is confusing
for the user.

Figure 6.1(b) shows another trajectory, where the exptoratarts in the view-
point 1, passes via 3 and terminates in the point 2. The caimeraaside from the
big church only when its exploration is complete. Despiteiticreased length of
the trajectory, the exploration is more clear.

Thus, we postulate that the above method of indoor exptoratould be im-
proved by regrouping the control frames in dependencestativenesof infor-
mation they show. In other words, if two frames show the sabjead, they are
consequent.

89
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(a) (b)

1

ORI W W W, o

Figure 6.1: Two dierent trajectorieqa) During traversal from the point 1 to 3 the
camera turns aside from the big church and then reverts lggik.éb) The camera
turns aside from the big church only when its exploratiorosiplete.

6.2 EXcursus

In the following sections we shall use some facts of netwank$l, so let us briefly
remind the notations.

Definition 6.2.1. Given a connected undirected graph £ (V, E) and a pair of
nodes st € V, called respectivelgourceandsink, let c: E — R, be the capacity
of the edges in G. Aow in G is a function f: VXV — R, such that:

Yu,veV, f(uv) < c({uVv}) (6.1)
Yu,ve Vi(u,v) =-1(u,v) (6.2)
VueV\{S,t},Z f(uv)=0 (6.3)

veV

Definition 6.2.2. Given a connected undirected graph=3V, E). Let f be a flow
in G. Thevalueof the flow f is defined as:

fl= > f(sV) = ) f(w1)
veV veV

Definition 6.2.3. Given a connected undirected graph=&(V, E) and considering
a pair of nodes w € V. Let f be a flow in G. Theesidualcapacity of the pair
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(u,v), or c¢(u, V) is given by:
ct(u,v) = c(u,v) — f(u,v)

Definition 6.2.4. Given a connected undirected graph=3(V, E). Let f be a flow
in G. Theresidual networlof G induced by f is digraph G= (V, E¢), where:

Ei ={(u,v) e VXV :ci(u,v) >0}

The residual network is always directed, either for dirdcteundirected graphs.

Problem 6.2.1. Given a connected undirected graph=£5(V, E), where V is a set

of nodes and E is a set of edges between those nodes{(& v} : u,v € V}), a
capacity c: E — R, and two nodes s, t, find a maximum flow (a flow whose value
is maximal) from source s to sink tin G. Let f be this flow.

Definition 6.2.5. Given a connected graph & (V, E), directed or undirected, and
a pair of nodes g € V. A st-cutis a partition of Vinto S and ¥V \ S, such that
se S and te T. Thecapacityof the cut, represented a¢3; T), is given by:

Z Z c(u, V)

ueS veT

Definition 6.2.6. A minimum cut(mincu) is a cut whose capacity is minimal.

Theorem 6.2.1.The following three conditions are equivalent:
1. fisamaximum flow in G
2. The residual network Gcontains no augmenting paths.
3. |f] = ¢(S, T) for some st-cut.

Proof sketchif there is an augmenting path, we can send flow along it, ahd ge
a greater flow, hence it cannot be maximal, and vice vershetétis no augmenting
path, divide the graph int8, the nodes reachable from s in the residual network,
andT, those not reachable. The(S, T) must be 0. If it is not, there is an edge
(u, v) with c(u,v) > 0. But thenv is reachable frons, and cannot be iif.

The classic book on network flows is written by Ford and Fidkar[FF62].
The authors are introduced the theory of flows in directesvoids. Undirected
networks case study is available in [KL98].



92 Chapter 6. Semantic distance

6.3 Regrouping frames

The relativeness (or semantic distance) can be defined iy mays. For exam-
ple, Foo et al. in [FGRT92] define a semantic distance in qoiue graphs based
on Sowa’s definition (refer to [Sow79]). Zhong et al. in [ZZ0X] propose an
algorithm to measure the similarity between two concepjuapbhs.

In our work we use semantic networks. An example of such aor&tis given
at figure 6.2. The figure shows a semantic network for a smeliali museum,

School

A

Impressionism Renaissance

Monet Van Gogh Da Vinci  unknown

A NV AN

M, vGp1 vGp2 dV, dV Unk;

painting sculpture

Figure 6.2: The semantic network example for a virtual moselmportances of
relationships are denoted by thickness of lines.

which contains paintings by Van GoghQ,:, VG,2), Monet (M), Da Vinci (dV,)
and two sculptures by Da Vincd{s) and unknown sculptotnks). Importances
of relationships are denoted by thickness of lines. Thusjriformation thaiv,
is created by Claude Monet is more important than the infaomahatM, is a
painting.

In order to measure semantic distance between two obgetslt, we trans-
form the semantic network to an undirected flow netwGrk- (C, E;). EdgesE;
correspond to relationships between concé€ptéthe semantic network, capacities
b(i, j)) > 0V(, j) € Ec are to be set according to the relationship importanees.
andt are the source and the sink with unbounded supply and demespkctively.
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Let us denote the capacity ofxa-cut (X,y € C) ascut(x,y) and the capacity of
Xy-mincut as mircut(x, y). Then the semantic distance can be defined as follows:

D(s 1) = (6.4)

mincut(s, t)’
For continuity reasons we defix, x) = 0 Yx € C.

Figure 6.3 shows the above network with the capacities iassdt

School
A
Impressionism Renaissance

Monet Van Gogh Da Vinci  unknown
AN A
M, vGp1 vGpe dV, dV Unkg
1 1 71 1 1
painting sculpture
Figure 6.3: The semantic network example for a virtual mose’he numbers

indicate the capacities for the netwdsk= (C, E;).

Lemma 6.3.1. Equation(6.4)definesametric D C x C — R*.
Proof. Itis easy to see that all the demands are satisfied. Indeed,

1. capacities are non-negatii(x,y) > 0VYx,y € C,

2. the identity of indiscernibles is satisfied:
D(x,y) =0ifand only ifx =y,

3. the network is undirected, the symmetry is satisfizick, y) = D(y, X),

4. the triangle inequality is satisfied also:
D(a,b) < D(b,c) + D(c, a).
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Let us suppose that the triangle inequality is not satisties) there exists a network
and three nodes, b, c such adD(a, b) > D(b, c) + D(c,a). Then

1 1 1
min cut(a, b) g min cut(b, c) " mincut(c,a)’

(6.5)

The ab-mincut is alsobc-cut or ca-cut. Without loss of generality, let us sup-
- . - . 1

pose thatab-mincut isbc-cut. Then mircut(b,c) < mincut(a,b) = ey 2

Wt(@b)' Our assumption (refer to inequality (6.5)) implies a cadiction. There-

fore, equation (6.4) defines a metric. |

Now, having defined the semantic distance between two ahjeet can intro-
duce the semantic distance between two “photos”. Moretlstri€ one “photo”
shows a set of object& € C and another shows a set of objeBt C, one can
define the similarity distance between the sets as follows:

(aj,bj)ZEAXB D(ai’ bj)

D(A,B) =
(A8 Al - 1B

Lemma 6.3.2. The distance between sets is also a metric.

Proof. Obviously, the non-negativity and the identity of indisubies and the sym-
metry are satisfied. Let us suppose that the triangle ingguishot satisfied, then
there exists a network and three subs&tsB, C such asD(A,B) > D(B,C) +
D(C,A).
> D(&,b) X D(a,c) % D(cbj)
AxB > AxC i CxB
|Al- 1B Al - IC] ICI - 1B

(6.6)

|Al-1B]-IC| > 0=

ICl- > D(a,by) > Bl » D(a, G + 1A+ > D(Gby).
AxB

AxC CxB

Let us enumerate all the members of the inequality:

k—th member j—th member i—th member
—_—— —_—— —_—
2, 2, P@b) > > ) D@.c) + ), ), Deb)
1<k<|Cl 1<i<|A 1<j<|B| 1<i<|Al 1<i<|Al 1<k<(C|

1<j<|B| 1<k<|C 1<j<|B|
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For eachi j,k) e [1...]A] x[1...]B|]] x[1...]|C]|] there is exactly one inequality
D(a;, bj) < D(a;,ck) + D(bj,cy). But the mapping is also surjective, i.e. all the
members are numbered with the tripleg,(k). Therefore, our assumption (refer to
inequality (6.6)) implies a contradiction. The similardistance between “photos”
satisfies the triangle inequality. m|

Now let us show how the metric could be used in scene exptoratin the
previous chapter we have defined the travelling costs betywags of cities as the
length of the shortest paths between them in the géapNow let us redefine the
travelling cost between two “photos” as the length of thersdst path between
themplus the semantic distance between the “photos”
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Figure 6.4: The virtual museum exploration trajectori@}.The shortest trajectory.
(b) The shortest trajectory with respect to the semantic nétaloown at figure 6.2.

Figure 6.4(a) presents the shortest exploration trajgdtorthe small virtual
museum we presented above. Refer to figure 6.2 for the semeettiork. The
exploration starts from the Van Gogh paintings(;), then comes Da Vinci painting
dVp, Monet M) etc. The exploration terminates after visiting the seqoaidting
of Van Gogh ¢Gy,).

Itis clear that the order is not good. For example, it is hétt@bserve creations
of one author consequently. A trajectory, obtained witlpees to the semantic
network is shown at figure 6.4(b). The camera starts with taiotpgs by Van
Gogh ¢Gp1, VGpp), continues with MonetNl ), then shows the painting by Da
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Vinci (dVp), passes to the sculpture by Da VindMs) and terminates with the
sculpture by unknown authougks).

It is easy to see that the second trajectory is more logicat the first one.
The trajectory does not interrupt exploration of items by $ame author and the
camera passes to the renaissance items only when all thessipnists paintings
are explored.

6.4 Conclusion

In this chapter we have introduced a new measure of sinyilagtween objects.
It is useful when some additional knowledge of scene straatould be provided.

This measure, so called semantic distance, evaluategreaips in the scene to
improve the exploration methods. The technique allows totpgether control

frames in dependence oslativenes®f information they show.

Semantic networks promise to be a rich area for further reeed\Ve are cur-
rently defining similarity measure between objects, buthibidd be possible to
extend the definitions taking into account user preferenttewill also be an in-
teresting exercise to use machine learning techniquegkéeoinéo account implicit
user preferences. Berent people have filerent tastes, and artificial intelligence
techniques could help to handle some uncertainties. Plgbalwould be possible
to create for each user a database of preferences to impxplaration of further
scenes.



Chapter 7
Conclusion

Le but du travail entrepris dans cetteesieétait la mise en ceuvre de nouvelles
techniques pour I'exploration automatiquéféiee de mondes virtuels. L'objectif
de I'exploration diferee est d’analyser la 8ne afin de permettre de caobigr la
canera virtuelle (c’est-dire donner des bons points de vu&errdes trajectoires
etc) en tempséel apes I'analyse. Au moment de ladaction de ce Bmoire, il est
possible de conclure que cet objectié#ta rempli de mardre significative.

7.1 Améliorations apportees

Dans le cadre de ce travail nous avons applars argliorations suivantes.

e (Chapitre 3) D’abord, nous avonsgsengé une fonction déas niveayour
évaluer la qual@ d’'un point de vue. La fonction needend pas des change-
ments d’'une sene qui garde sa topologie originale. Elle egalement ex-
tensible dans la classe des surfaces continues telles sjiMUBBS. Cette
méthode dévaluation d’un bon point de vue apporte uneééioration con-
sidérable par rapport aux techniques existantes et permetsgesdir d’'un
critere beaucoup plus @cis de la qualé de la position de la cagna.

e Ensuite, nous avons introduit une heuristiquéndat niveawqui permet dé-
valuer la qualié d’un point de vue en fonction diefamiliarité de I'utilisateur
avec les objets d’'une 8ne et dda fonctionnalitédes objets. Par exemple,
il est évident que dans un mée virtuel les diérents objets ne devraient

97
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pas avoir tous la @me importance. Les objets d’art sont sensiblement plus
importants que les murs, les chaises etc. Si nous disposons donne
division d’un moeckle virtuel en un ensemble d'objets, nous obtenons une
bonne heuristique pour le codte de la carara.

(Chapitre 4) Langlioration suivante concerne I'exploration externe deamo
des virtuels. L'exploration locale pe@étre utile, et me reécessaire dans cer-
tains cas, mais seulement I'exploration globale pourmaitera I'utilisateur
une connaissanceégerale sur une gme. Ainsi nous avons @sené une
méthode tes rapide de recherche des bons points de vue. Puisque tefonc
de la qualié est base sur la courbure intriggjue de surface, le prabshe de

la visibilité est eduita un probéme de visibilié entre points. Ceci nous per-
met de eduire sensiblement le temps de calculs. Bien que notretdhjec
départétait I'exploration diferée de mondes virtuels, leésultats que nous
obtenons dans le calcul de la trajectoire de la@ansont si rapides que les
techniques prop@es peuvergtre utili€es pour une exploration directe avec
la majori€ des senes.

Nous avons introduit deux techniques d’exploragxternede mondes virtu-
els. En ceant des “films”, ces techniques donnent une bonne ceimapision
d’un objet simple ou une com@hension grérale d’'une sene complexe. La
premere technique est une technique d’explorationéneoentale. La caéra
part d’'un bon point de vue, choisi @gea la nethode cike ci-dessus.A
chaqueétape, la ca@ra est attiee par des parties encore inconnues de la
seene. La direction de&placement estédermirée par la superposition des
forces d’attraction. La deugme technique est une technique d’exploration
non-incémentale. Elle prends I'ensemble de bons points de vue etlies
par une trajectoire en fonction de la distance entre eux da dpialie de
chaque segment.

(Chapitre 5) Nous avonsgalement @sengé de nouvelles techniques pour
I'explorationlocale. Ces technigques permetteania canéra de se dirigea
l'intérieur (ou biera I'extérieur) d’'une séne jusqu’a ce que la plupart de
ses parties ilressantes soit vigie. A la difference d’autres athodes dja
existantes (par exemple, [VS03, Dor01]), elles garantisga’on observera
tous les endroits igressants d'une éne. En utilisant I'heuristique de haut
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niveau, ci€e plus haut, pour estimer la quald’'un point de vue, la technique
d’exploration locale prop@e donne de€sultats tés pEcis.

e (Chapitre 6) Une nouvelle mesure de similitude entre legskfegalement
présenée dans ce Bmoire. Elle est utile quand une connaissance addition-
nelle de la structure de la ége pourraitetre fournie. Cette mesure, dite
distance emantique,évalue des relations dans laese pour araliorer la
méthode d’exploration. La technique permet de regrouperdes en fonc-
tion de la similarié d'information qu’ils montrent.

Les resultats obtenus permettent @pondre aux objectifs fes au épart. lls
permettent rame d’aller au dél dans la mesureaiudes techniques propess, de par
leur diicacig, peuvenétre utili€es non seulement dans le cadre d’une exploration
differée mais aussi dans le cadre d’'une exploration directe, msundndes virtuels
relativement complexes.

7.2 Perspectives

Les iésultats obtenus sont prometteurs mais peugaet compdtes par d’autres
méthodes. Il reste par cobguent plusieurs axes de recheral@oursuivre dans ce
domaine. Les axes peuveitte distingés en trois groupes de prébhatiques :

1. Planification et &@ation d’'une exploration ;
2. Evaluation de la quaitd’une exploration ;

3. Optimisation des calculs.

Discutons d’abord des possibdi dans le premier domaine. Lé&seaux 8-
mantiques sembler@tre un secteur riche permettant d&arer la qualié des ex-
plorations. Nous éfinissons actuellement la mesure de similitude entre les ob
jets, mais il devraitre possible dtendre les éfinitions en tenant compte des
préferences de I'utilisateur. |l serait possible d’envisagee motion de qual
d’'un point de vue Be aux desideratas de l'utilisateur, qui pourrdieeter une
valeur sggcifiquea certains objets qu’il souhaiterait mettre en valeur. (Billsateur
préferait, par exemple, voir des peintures dans uné&ausrtuel, il serait possible
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d’introduire directement dans l&€seau smantique des nceuds fictifs. Ces nceuds
permettraient de regrouper toutes les peintures afin diotdes relations addition-
nelles.

En plus, il serait intressant d’employer des techniques d’apprentissage pour
tenir compte des @ferencesmplicitesde l'utilisateur. Les personnestifirentes
ont des gats diferents, et les techniques d’intelligence artificielle paient aider
a lever un certain nombre d'incertitudes. Dans la pratitjuBlisateur ne peut pas
exprimer toutes ses @ierences de madie pecise. Par exemple, si 'utilisateur
dit que il voudrait s’approcher d’'un objet, quelle distamioét-on maintenir entre
I'objet et la cangra ? Donc, il est @écessaire d’enregistrer tous les cas quand il
est d’accord avec une exploration propeset, surtout, quand il n’est pas d’accord.
Probablement, il serait possible déer pour chaque utilisateur une base de éesn
des peférences pour aétiorer I'exploration des smes suivantes. Nous pensons
gue les techniques d’apprentissage peuvent @dever une partie de ces incerti-
tudes.

Qu'inclut le deuxeme axe de recherche ? Soit nous iempéntons d’autres
méthodes dja existantes, soit nous cherchons de nouvelles approclas, de
toutes facons, nous devons savoir les comparer. Danswal tr@ous prenons les
méthodes existantes et les comparnoauellemerdvec celles prop@es ici. Mais
comment peut-on comparer deéssultatsautomatiquemen®? Y a-t-il des crieres
objectifs de qual@& d’'une trajectoire ? Ces questions ouvrent des perspeckves
recherche importantes.

Le probEme principal est gu'’il n'y a pas de @&ites assez strictes de la qualit
de I'exploration. En plus, il fauté&rer les incertitudes de gbo Par exemple, si
on a deux explorations,uola premere est plus longue que la deémie, mais la
deuxieme montre moins d’information, laquelle est la meilleuE 8i I'exploration
montre beaucoup d’information, mais fait des changemeantsgoes dans le mou-
vement de la cadra, est-ce qu’elle est bonne ? Pétre, pour comparer automa-
tiguement deux explorations, il faudrait faire de la recherassez profonde dans
le domaine de la psychologie et de la perception humaine.

Enfin, il parat impératif d’optimiser les calculs afin d’obtenir des temps de
recherche satisfaisants sur degerses plus vastes. Leséthodes prop@&es de-
vraient pallier ce prol@me avec des rendements corrects.
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Les technologies informatiques ne cessamvdluer, de nouvelles athodes
devraient pouvoir voir le jour biedt (calculs paraélles processeur central — carte
graphique, calculs partég sur plusieurs cartes graphiqueggmtes au rame ordi-
nateur, etc.). Gicea tout cela, la taille des 8oes virtuelles ne cessant d’augmenter,
il est interessant de continuerétudier les techniques d’explorationsfdiees afin
de garantira 'utilisateur une connaissance optimale de larngcet ce quels que
soient sa taille et son nombre d’objets.

Avec I'importance grandissante que prennent les univetsels en informa-
tique, il restera constammengcessaire d’'innover dans les techniques permettant
de les moéliser d’'une part, mais aussi de les explorer le pitisacement possible.






Appendix A

“Gravitational” global exploration
examples

Further, we give some more examples of exploration trajesgtdor diferent scenes.

Figures A.1, A.2 and A.3 give exploration trajectories fbe tmartini glass,
the candlestick and the mug from the SGI Open Inventor toolket us compare
it with the trajectories, shown at figures 2.7 and 2.8. It isyeto see, that the
new trajectories are better than the old ones. They are nmoetks and they are
shorter. In the old examples the exploration stops whentaiogvercentage of the
faces (90%-99%) has been visited. In the new explorationeggre the visibility
100% of surface. One more moment deserves special attemtilothree models
have similar shapes, they all are vessels. Thus, the exiolortaajectories should
be similar. Contrary to the explorations, proposed by Vazaial, our trajectories
respond to this natural demand.

Figure A.1: Exploration trajectory for the SGI martini cughe images are the
shapshots taken consequently from the “movie”, the first ameesponds to the
start of the movement (the best viewpoint).
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Figure A.2: Exploration trajectory for the SGI candlestickhe images are the
shapshots taken consequently from the “movie”, the first ameesponds to the
start of the movement (the best viewpoint).

Figure A.3: Exploration trajectory for the SGI mug expléoat The images are
the snapshots taken consequently from the “movie”, thedistcorresponds to the
start of the movement (the best viewpoint).
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Figure A.4 shows protracted trajectories made for the StdrBBunny and for
the ionic temple model. Figure A.5 shows the best viewpoivirtaal residential
guarter scene. The exploration trajectory for the quastginien at figure A.6.

Figure A.4: The protracted exploration trajectories fa thnic temple model and
the Stanford bunny.

Figure A.5: The first frame from the exploration movie — thatgewpoint.
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Figure A.6: Residential quarter exploration, refer to figard for a more detailed
picture.



Appendix B

Free fly exploration snapshots

The following figures B.1, B.2 and B.3 show all the sequence afltieg 24 con-
trol frames for the example of free navigation in 3D spacée(réo section 5.4).
The figures show 6 initial control views as well as 18 add#iotinking” views
added during solving the TSP. Initial views are outlined lgck border. Refer to
figure 5.11 for the only initial views selected. The numbethia upper left corner
indicates the number of the frame. Images are to be read &fitolright and from
top to bottom. Figure 5.12 shows the trajectory line frofiestent views.
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Figure B.1: Navigating freely in 3D space: control views 1-8itial views are
outlined by black border. The number in the upper left comeicates the number
of the frame. Images are to be read from left to right and froptd bottom.



109

Figure B.2: Navigating freely in 3D space: control views 9—1itial views are
outlined by black border. The number in the upper left comeicates the number
of the frame. Images are to be read from left to right and froptd bottom.
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Figure B.3: Navigating freely in 3D space: control views 1Z—Hitial views are
outlined by black border. The number in the upper left comeicates the number
of the frame. Images are to be read from left to right and froptd bottom.



Appendix C

Memory and CPU usage

Table C.1 presents cost of visibility graph calculationsffanodels we have already
met. The times are given for 4 viewpoint sets dfelient sizes: 400, 1600, 6400 and
25600 viewpoints. Figure C.1 shows a graph version of thetdbis remarkable
that 64-times increased viewpoint set requires only daliptecessing time.

The results are obtained using inexpensive lapfoghiba Satellite AGOthe
configuration is:CPU Intel Celeron D 335 (2.8 GHz), 190Mb RAMote that no
hardware acceleration was used, and the implementatiomecdélgorithm can be
improved. For example, we use floating point calculationsi)ent is possible to
use fixed point or even integer calculations.

Time (sec) for
Scene # Faces # \ertices| different number of viewpoints
#400| #1600/ # 6400 | # 25600

1012 522 1.32 | 2.06 2.46 3.37

The Utah teapot
(figure 4.16)

The suit

(figure 4.13) 6452 3215 41.27| 48.01 | 56.64 84.53
The town 7083 | 3895 |67.13| 87.23 | 130.11| 217.5
(figure 5.3)

The dfice

6674 4724 | 77.38| 97.14 | 164.28| 288.57

(figure 4.14)

Table C.1: Visibility graph computation phase times fdfetient models.
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Seconds

288

164

The Utah teapot  Viewpoints
{—

Figure C.1: Visibility graph computation phase times fdfelient models.

Table C.2 shows times of trajectory choosing phase of theitthgas. It is easy
to see that the visibility computations are more expensiaa the path planning.
Fortunately, the visibility computations phase is to befgrened only once, and
then the visibility graph is to be used in multiple explooat without recomputing.
Note that techniques for the town scene trajectory chooghage is more time
consuming, because it requires the Travelling Salesmauiétrosolving.

Time (sec) for

Scene different number of viewpoints
#400| #1600| # 6400| # 25600
The Utah teapot 0.11 | 0.32 1.02 1.37

The suit 2.32 | 2.86 3.41 5.17
The town 10.88| 13.23 | 24.19 | 32.21
The dfice 426 | 6.15 | 9.68 14.97

Table C.2: Trajectory choosing phase times fdfedent models.
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The simpliest way to store visibility information is to keepmemory a matrix
of bits. Therefore, its size is the number of viewpoints iiplikd by the number of
vertices. Table C.3 shows memory usage for the scenes.

Matrix size (Mb) for
Scene # Vertices| different number of viewpoints
#400| # 1600| # 6400 | # 25600
The Utah teapot 522 0.025| 0.10 | 0.40 1.59

The suit 3215 | 0.153| 0.61 2.45 9.81
The town 3895 |0.186| 0.74 | 2.97 11.88
The dfice 4724 | 0.225| 0.90 | 3.60 14.42

Table C.3: Memory usage forftierent models.
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